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 An Introduction to the Series The Society of Naval Architects and Marine Engineers is experiencing remarkable changes in the Maritime Industry as we enter our 115th year of service. Our mission, however, has not changed over the years . . . “an internationally recognized . . . technical society . . . serving the maritime industry, dedicated to advancing the art, science and practice of naval architecture, shipbuilding, ocean engineering, and marine engineering . . . encouraging the exchange and recording of information, sponsoring applied research . . . supporting education and enhancing the professional status and integrity of its membership.” In the spirit of being faithful to our mission, we have written and published signiﬁcant treatises on the subject of naval architecture, marine engineering, and shipbuilding. Our most well known publication is the “Principles of Naval Architecture.” First published in 1939, it has been revised and updated three times—in 1967, 1988, and now in 2008. During this time, remarkable changes in the industry have taken place, especially in technology, and these changes have accelerated. The result has had a dramatic impact on size, speed, capacity, safety, quality, and environmental protection. The professions of naval architecture and marine engineering have realized great technical advances. They include structural design, hydrodynamics, resistance and propulsion, vibrations, materials, strength analysis using ﬁ nite element analysis, dynamic loading and fatigue analysis, computer-aided ship design, controllability, stability, and the use of simulation, risk analysis and virtual reality. However, with this in view, nothing remains more important than a comprehensive knowledge of “ﬁ rst principles.” Using this knowledge, the Naval Architect is able to intelligently utilize the exceptional technology available to its fullest extent in today’s global maritime industry. It is with this in mind that this entirely new 2008 treatise was developed—“The Principles of Naval Architecture: The Series.” Recognizing the challenge of remaining relevant and current as technology changes, each major topical area will be published as a separate volume. This will facilitate timely revisions as technology continues to change and provide for more practical use by those who teach, learn or utilize the tools of our profession. It is noteworthy that it took a decade to prepare this monumental work of nine volumes by sixteen authors and by a distinguished steering committee that was brought together from several countries, universities, companies and laboratories. We are all especially indebted to the editor, Professor J. Randolph (Randy) Paulling for providing the leadership, knowledge, and organizational ability to manage this seminal work. His dedication to this arduous task embodies the very essence of our mission . . . “to serve the maritime industry.” It is with this introduction that we recognize and honor all of our colleagues who contributed to this work. Authors: Dr. John S. Letcher Dr. Colin S. Moore Robert D. Tagg Professor Alaa Mansour and Dr. Donald Liu Professor Lars Larsson and Dr. Hoyte C. Raven Professors Justin E. Kerwin and Jacques B. Hadler Professor William S. Vorus Prof. Robert S. Beck, Dr. John Dalzell (Deceased), Prof. Odd Faltinsen and Dr. Arthur M. Reed Professor W. C. Webster and Dr. Rod Barr
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Control Committee Members are: Professor Bruce Johnson, Robert G. Keane, Jr., Justin H. McCarthy, David M. Maurer, Dr. William B. Morgan, Professor J. Nicholas Newman and Dr. Owen H. Oakley, Jr. I would also like to recognize the support staff and members who helped bring this project to fruition, especially Susan Evans Grove, Publications Director, Phil Kimball, Executive Director, and Dr. Roger Compton, Past President. In the new world’s global maritime industry, we must maintain leadership in our profession if we are to continue to be true to our mission. The “Principles of Naval Architecture: The Series,” is another example of the many ways our Society is meeting that challenge. A DMIRAL ROBERT E. K RAMEK Past President (2007–2008)
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 Preface During the 20 years that have elapsed since publication of the previous edition of Principles of Naval Architecture, there have been remarkable advances in the art, science, and practice of the design and construction of ships and other ﬂoating structures. In that edition, the increasing use of high-speed computers was recognized and computational methods were incorporated or acknowledged in the individual chapters rather than being presented in a separate chapter. Today, the electronic computer is one of the most important tools in any engineering environment and the laptop computer has taken the place of the ubiquitous slide rule of an earlier generation of engineers. Advanced concepts and methods that were only being developed or introduced then are a part of common engineering practice today. These include ﬁ nite element analysis, computational ﬂuid dynamics, random process methods, and numerical modeling of the hull form and components, with some or all of these merged into integrated design and manufacturing systems. Collectively, these give the naval architect unprecedented power and ﬂexibility to explore innovation in concept and design of marine systems. In order to fully utilize these tools, the modern naval architect must possess a sound knowledge of mathematics and the other fundamental sciences that form a basic part of a modern engineering education. In 1997, planning for the new edition of Principles of Naval Architecture was initiated by the SNAME publications manager who convened a meeting of a number of interested individuals including the editors of PNA and the new edition of Ship Design and Construction on which work had already begun. At this meeting it was agreed that PNA would present the basis for the modern practice of naval architecture and the focus would be principles in preference to applications. The book should contain appropriate reference material but it was not a handbook with extensive numerical tables and graphs. Neither was it to be an elementary or advanced textbook although it was expected to be used as regular reading material in advanced undergraduate and elementary graduate courses. It would contain the background and principles necessary to understand and to use intelligently the modern analytical, numerical, experimental, and computational tools available to the naval architect and also the fundamentals needed for the development of new tools. In essence, it would contain the material necessary to develop the understanding, insight, intuition, experience, and judgment needed for the successful practice of the profession. Following this initial meeting, a PNA Control Committee, consisting of individuals having the expertise deemed necessary to oversee and guide the writing of the new edition of PNA, was appointed. This committee, after participating in the selection of authors for the various chapters, has continued to contribute by critically reviewing the various component parts as they are written. In an effort of this magnitude, involving contributions from numerous widely separated authors, progress has not been uniform and it became obvious before the halfway mark that some chapters would be completed before others. In order to make the material available to the profession in a timely manner it was decided to publish each major subdivision as a separate volume in the Principles of Naval Architecture Series rather than treating each as a separate chapter of a single book. Although the United States committed in 1975 to adopt SI units as the primary system of measurement, the transition is not yet complete. In shipbuilding as well as other ﬁelds we still ﬁ nd usage of three systems of units: English or foot-pound-seconds, SI or meter-newton-seconds, and the meter-kilogram(force)-second system common in engineering work on the European continent and most of the non-English speaking world prior to the adoption of the SI system. In the present work, we have tried to adhere to SI units as the primary system but other units may be found, particularly in illustrations taken from other, older publications. The symbols and notation follow, in general, the standards developed by the International Towing Tank Conference. In recent years the analysis and design of propellers, in common with other aspects of marine hydrodynamics, has experienced important developments both theoretical and numerical. The purpose of the present work, therefore, is to present a comprehensive and up-to-date treatment of propeller analysis and design. After a brief introduction to various types of marine propulsion machinery, their nomenclature, and deﬁnitions of powers and efﬁciencies, the presentation goes into two- and three-dimensional airfoil theory including conformal mapping, thin and thick foil sections, pressure distributions, the design of mean lines, and thickness distributions. The treatment continues with numerical methods including two-dimensional panel methods, source/vortex based methods, and others. A section on three-dimensional hydrofoil theory introduces wake vortex sheets and three-dimensional vortex lines. This is followed by linear lifting line and lifting surface theory with both exact and approximate solution methods. The hydrodynamic theory of propulsors begins with the open and ducted actuator disk. Lifting line theory of propellers follows, including properties of helicoidal vortex sheets, optimum and arbitrary circulation distributions, and the Lerbs induction factor method. The vortex lattice method and other computational methods are described. Unsteady foil theory and wake irregularity are covered in a section on unsteady propeller forces. The section on cavitation describes the various types of cavitation, linear theory, partial and supercavitating foils, numerical methods, and effects of viscosity.
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PREFACE



There are sections on model testing of propellers followed by selection and design using standard series charts and by circulation theory. Other types of propulsors such as waterjets, vertical axis propellers, overlapping propellers, and surface-piercing propellers are covered. Propeller strength considerations include the origin of blade forces and stress analysis by beam theory and ﬁ nite element methods. The ﬁ nal section discusses ship standardization trials, their purpose, and measurement methods and instruments and concludes with the analysis of trial data and derivation of the model-ship correlation allowance. J. RANDOLPH PAULLING Editor
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 1 Powering of Ships 1.1 Historical Discussion A moving ship experiences resisting forces from the water and air that must be overcome by a thrust supplied by some mechanism. In the earliest days, this mechanism consisted of manually operated oars, and later, of sails, and then, devices such as jets, paddlewheels, and propellers of many different forms. The earliest propulsion device to use mechanical power seems to have been of the jet type using a prime mover and a pump, patents for which were granted to Toogood and Hayes in Great Britain in 1661. In a jet-type propulsion device, water is drawn in by the pump and delivered sternward as a jet at a higher velocity with the reaction providing the thrust. Toogood and Hayes used an Archimedian screw as the pumping device. The use of the Archimedian screw as a hydrodynamic device had been known from ancient times. Early applications of an external thrusting device to accelerate the water also took the form of an Archimedian screw. Thus, the origins of modern screw propulsion and waterjets are closely related. At the relatively low speeds of commercial cargo ships, the waterjet is materially less efﬁcient. At the higher speeds of advanced marine vessels, the waterjet is competitive, and in certain types of vessels is supplanting the propeller. The waterjet is discussed further in Section 9. The ﬁ rst practical steam-driven paddle ship, the Charlotte Dundas, was designed by William Symington for service on the Forth-Clyde Canal in Scotland. The Charlotte Dundas demonstrated the practicality of steam power in 1803 by towing two loaded barges against a head wind that stopped all other canal boats. A few years later, in 1807, Robert Fulton constructed the famous North River Steamboat (erroneously named the Clermont by Fulton’s ﬁ rst biographer) for passenger service on the Hudson River in New York. The period that followed, until about 1850, was the heyday of the side paddle wheel steamers. The ﬁrst of these to cross the Atlantic was the American Savannah, a full-rigged ship with auxiliary steam power, which crossed in 1819. Then followed a line of now familiar names, including the Canadian Royal William, the famous ﬁ rst Cunarder Britannia (in 1840), culminating in the last Cunard liner to be driven by paddles, the Scotia, in 1861. Side paddle wheels were reasonably efﬁcient propulsive devices because of their slow rate of turning, but they were not ideal for seagoing ships. The immersion varied with ship displacement, and the wheels came out of the water alternatively when the ship rolled, causing erratic course keeping. In addition, the wheels were liable to damage from rough seas. From the marine engineer’s point of view, they were too slow running,



involving the use of large, heavy engines. These operational weaknesses ensured their rapid decline from popularity once the screw propeller proved to be an acceptable alternative. Side paddle wheels remain in use in some older vessels where shallow water prohibits the use of large screw propellers. Side paddles also give good maneuvering characteristics. Paddles have also been ﬁtted at the sterns of ships, as in the well-known riverboats on the Mississippi and other American rivers. Such stern-wheelers are still in use, mainly as passenger carriers. Side paddle wheels were widely used on the Mississippi, Ohio, and other inland rivers in the ﬁ rst half of the 19th century (e.g., the Natchez and Robert E. Lee, immortalized by Currier and Ives, respectively). The Civil War and railroads marked their decline (Twain, 1907). The development of the modern screw propeller has a long history. The ﬁ rst proposal to use a screw propeller appears to have been made in England by Hooke in 1680, followed by others in the 18th century such as Daniel Bernoulli and James Watt. The ﬁ rst three actual uses of marine propellers appear to be on the humanpowered submarines of David Bushnell in 1776 and Robert Fulton in 1801, and the steam-driven surface ship of Colonel Stevens in 1804. Fulton built and operated the submarine Nautilus in 1800–1801. The Nautilus used a hand-cranked propeller when submerged and a sail when surfaced, making it the ﬁ rst submersible to use different propulsion systems for submerged and surfaced operation. The ﬁ rst steam-driven propeller that actually worked is generally attributed to Colonel Stevens, who used twin screws to propel a 24-foot vessel on the Hudson River in 1804 (Baker, 1944). Two signiﬁcant practical applications of ship propellers came in 1836 by Ericsson in the United States and Pettit Smith in England. The design by Smith was a single helicoidal screw having several revolutions that broke, resulting in a shorter screw that produced more thrust (Rouse & Ince, 1957). Ericsson’s early design consisted of vanes mounted on spokes that were attached to a hub. The screw propeller has many advantages over the paddle wheel. It is not materially affected by normal changes in service draft, it is well protected from damage either by seas or collision, it does not increase the overall width of the ship, and it can run much faster than paddles and still retain as good or better efﬁciency. The screw propeller permits the use of smaller, lighter, faster running engines. It rapidly superseded the paddlewheel for all oceangoing ships, the ﬁ rst screw-propelled steamer to make the Atlantic crossing being the Great Britain in 1845. The screw propeller has proved extraordinarily adaptable in meeting the increasing demands for thrust
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under increasingly arduous conditions. While other devices have been adopted for certain particular types of ships and kinds of service, the screw propeller has remained the dominant form of propulsor for ships. Among the more common variants of the propeller, the use of a shroud ring or nozzle has been shown to have considerable advantages in heavily-loaded propellers. The ring or nozzle is shaped to deliver a forward thrust to the hull. The principal advantage is found in tugs, trawlers, and icebreakers at low ship speeds, where the pull at the bollard for a given horsepower may be increased by as much as 40% or more when compared with that given by an open propeller. At higher speeds, the advantage fades, and when free running the drag of the nozzle is detrimental. Another type of propulsor was used in the USS Alarm as long ago as 1874 (Goldsworthy, 1939). This ship carried a ﬁ xed bow gun and had to be turned to aim the gun. To keep the ship steady in a tideway, where a rudder would be useless, a feathering paddlewheel rotating about a vertical axis, invented by Fowler in Great Britain in 1870, was ﬁtted at the stern and completely submerged (White, 1882). It was quite successful as a means of maneuvering the ship, but its propulsive efﬁciency was low. The modern version of this propulsor is the Voith-Schneider propeller. Although its efﬁciency is not so high as that of the orthodox propeller, and its maintenance is generally more costly, the advantage in maneuverability has resulted in many applications to river steamers, tugs, and ferries. The vertical axis propeller is discussed further in Section 10.3. 1.2 Types of Ship Machinery In selecting the propelling machinery for a given vessel, many factors must be taken into consideration, such as weight, space occupied, ﬁ rst cost, reliability, useful life, ﬂexibility and noise, maintenance, fuel consumption, and its suitability for the type of propulsor to be used. It is beyond the scope of this text to consider all the machinery types that have been developed to meet these factors, but a brief review will not be out of place. The reciprocating steam engine with anywhere from one to four cylinders dominated the ﬁeld of ship propulsion until about 1910. Since then, it has been superseded ﬁ rst by the steam turbine and more recently by the diesel engine, and in special applications, by the gas turbine. The ﬁ rst marine turbine was installed in 1894 by Sir Charles Parsons in the Turbinia, which attained a speed of 34 knots. Thereafter, turbines made rapid progress and by 1906 were used to power the epoch-making battleship HMS Dreadnought and the famous Atlantic liner Mauretania. The steam turbine delivers a uniform turning effort, is eminently suitable for large unit power output, and can utilize very high-pressure inlet steam over a wide range of power to exhaust at very low pressures. The thermal efﬁciency is reasonably high, and the fuel consumption of large steam turbine plants is as low as



200 grams of oil per kilowatt hour (kW-hr) (less than 0.40 pounds [lb.] per horsepower [hp]/hour). Steam turbines readily accept overload, and the boilers can burn low-quality fuels. On the other hand, the turbine is not reversible and its rotational speed for best economy is far in excess of the most efﬁcient rotations per minute (RPM) of usual propeller types. These drawbacks make it necessary to install separate reversing turbines and to insert gears between the turbines and the propeller shaft to reduce the propeller rotational speed to suitable values. Most internal-combustion engines used for ship propulsion are diesel1 (compression ignition) engines. They are built in all sizes, from those ﬁtted in small pleasure boats to the very large types ﬁtted in the largest containerships. The biggest engines in the latter ships develop over 6000 kW per cylinder, giving outputs over 80,000 kW in 14 cylinders (108,920 hp). The Emma Mærsk has 14 cylinders and 108,920 hp. There now may be even bigger ones. They are directly reversible, have very low fuel consumption, and are suitable for low-quality fuel oils. An average ﬁgure for a low-speed diesel is around 170 grams of oil per kW-hr (less than 0.3 lb. per hp-hr). These large engines are directly coupled to the propeller. Smaller medium-speed engines may be used, driving the propeller through gears or electric transmissions. As the diesel engine has grown in capacity and reﬁ nement, it has supplanted the steam turbine as the primary means of propulsion of merchant ships. Only liqueﬁed natural gas (LNG) carriers and ships with nuclear propulsion plants remain beyond the reach of diesel engines. The air that can be trapped in the cylinders for combustion limits the torque that can be developed in each cylinder of a diesel engine. Therefore, even when the engine is producing maximum torque, it produces maximum power only at maximum RPM. Consequently, a diesel will produce power that rises rapidly with the RPM. This characteristic leads to the problem of matching a diesel engine and a propeller. The resistance of the ship’s hull will increase with time because of aging and fouling of the hull, while the propeller thrust decreases for the same reasons. Therefore, over time, the load on the engine will increase to maintain the same ship speed. This consideration requires the designer to select propeller particulars (such as pitch) so that later, as the ship ages and fouls, the engine does not become overloaded (Kresic & Haskell, 1983). In gas turbines, the fuel is burned in compressed air, and the resulting hot gases pass through the turbine. The development of gas turbines has depended mostly on the development of high temperature alloys and ceramics. Gas turbines are simple, light in weight, and give a smooth, continuous torque. They are expensive in the quantity and quality of fuel burned, especially 1



After Rudolf Diesel, a German engineer (1858–1913).
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at part power. Like diesel engines, gas turbines can quickly be brought on to full load without a long warming-up period. Marine gas turbines have been ﬁtted to a small number of merchant ships. They are now used by a majority of naval vessels, where a high power density is desired. In some applications, a large gas turbine is combined with a diesel engine of lower output, or a smaller gas turbine, with both plants connected to a common propeller shaft by clutches and gearing. The lower power units are used for general cruising, and the larger gas turbine is available at little or no notice when there is a demand for full power. Mechanical gearing has been used as the most common means to reduce the high prime mover RPM to a suitable value for the propeller. It permits the operation of engine and propeller at their most economical speeds with a power loss in the gears of only 1% or 2%. The reduction in RPM between the prime mover and the propeller shaft can also be attained by electrical means. The prime mover is directly coupled to a generator, both running at the same high speed for efﬁcient operation and low cost, weight, and volume. In most applications, the generator supplies a motor directly connected to the propeller shaft, driving the propeller at the RPM most desirable for high propeller efﬁciency. This system eliminates any direct shafting between engine and propeller, and so gives greater freedom in laying out the general arrangement of the ship to best advantage. In twin-screw ships ﬁtted with multiple sets of alternators, considerable economy can be achieved when using part power, such as when a passenger ship is cruising, by supplying both propulsion motors from a reduced number of engines. Electric drive also eliminates separate reversing elements and provides greater maneuverability. These advantages are gained, however, at the expense of rather high ﬁ rst cost and greater transmission losses. Nuclear reactors are widely used in submarines, in a limited number of large naval vessels, and in a class of Russian arctic icebreakers, but are not generally considered viable for merchant ships due in large part to public opposition. The reactor serves to raise steam, which is then passed to a steam turbine in the normal way. The weight and volume of fuel oil is eliminated. The reactor can operate at full load almost indeﬁnitely, which enables the ship to maintain high speed at sea without carrying a large quantity of consumable fuel. The weight saved, however, cannot always be devoted to increase deadweight capacity, for the weight of reactor and shielding may approach or exceed that of the boilers and fuel for the fossil-fueled ship. 1.3 Deﬁnition of Power The various types of marine engines are not all rated on the same basis, inasmuch as it is inconvenient or impossible to measure their power output in exactly the same manner. Diesel engines are usually rated in terms of brake power (PB), while steam turbines are usually rated in shaft power (PS). The



3



International Standard (SI) unit for power is the watt (W), where 1 W  1 N-m/s. The term horsepower is still used, although it has two different deﬁnitions: 1 English hp  550 ft-lb/sec  745.7 W, whereas 1 metric hp  75 kgf-m/sec  75 kgf-m/sec * 9.8067 (kg-m/sec2)/kgf  735.5 W. Brake power is usually measured directly at the crankshaft coupling by means of a torsion meter or dynamometer. It is determined by a shop test and is calculated by the formula PB  2nQB



(1.1)



Where n is the rotation rate, revolutions per sec and Q B is the brake torque, N-m. Power can also be computed using the angular rotation rate of the shaft, measured in radians per second, with the simple conversion  2n. Shaft power is the power transmitted through the shaft to the propeller. For diesel-driven ships, the shaft power will be equal2 to the brake power for direct-connect engines (generally the low-speed diesel engines). For geared diesel engines (medium- or high-speed engines), the shaft horsepower will be lower than the brake power because of reduction gear “losses.” For electric drive, the shaft power supplied by the motor will be lower than the brake power that the prime movers supplied to the generator because of generator and motor inefﬁciencies. For further details on losses associated with electric drive systems, see T and R Bulletin 3-49 (SNAME, 1990). Shaft power is usually measured aboard ship as close to the propeller as possible by means of a torsion meter. This instrument measures the angle of twist between two sections of the shaft, where the angle is directly proportional to the torque transmitted. For a solid, circular shaft the shaft torque is 4 QS  dS GS S (1.2) 32 LS Where d S is the shaft diameter, m; GS is the shear modulus of elasticity of the shaft material, N/m2 ; L S is the length of shaft over which torque is measured, m; and S is the measured angle of twist, radians. The shear modulus GS for steel shafts is usually taken as 8.35 1010 N/m2. The shaft power is then given by



PS  2nQS



(1.3)



For more precise experimental results, particularly with hollow shafting, it is customary to calibrate the shaft by setting up the length of shafting on which the torsion meter is to be used, subjecting it to known torque and measuring the angles of twist, and determining the calibration constant K  Q SL S / S. The shaft power can then 2



The brake horsepower as measured onboard ship for directconnected diesels is lower, because of thrust-bearing friction, than the brake horsepower measured in the shop test, where the thrust bearing is unloaded.
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be calculated directly from any observed angle of twist and revolutions per second as PS  2n



KS LS



(1.4)



There is some power lost in the stern tube bearing and in any shaft tunnel bearings between the stern tube and the site of the torsion meter. The power actually delivered to the propeller is therefore somewhat less than that measured by the torsion meter. This delivered power is given the symbol PD. As the propeller advances through the water at a speed of advance VA, it delivers a thrust T. The thrust power is PT  TVA



(1.5)



Finally, the effective power is the resistance of the hull, R, times the ship speed, V. PE  RV



(1.6)



The efﬁciency of an engineering operation is generally deﬁ ned as the ratio of the useful work or power obtained to that expended in carrying out the operation. In the case of a ship, the useful power obtained is that used in overcoming the resistance to motion at a certain speed, which is represented by the effective power PE. The power expended to achieve this result is not so easily deﬁ ned. In a ship with reciprocating steam engines, the power developed in the cylinders themselves, the indicated power, PI, was used. The overall propulsive efﬁciency in this case would be expressed by the ratio PE /PI. In the case of steam turbines, it is usual to measure the power in terms of the shaft power delivered to the shafting aft of the gearing, and the overall propulsive efﬁ ciency is 1.4 Propulsive Efﬁciency



P 



PE PS



(1.7)



Because of variations between T and R and between VA and V, it is difﬁcult to deﬁ ne the hydrodynamic efﬁciency of a hull-propeller combination in terms of such an overall propulsive efﬁciency. A much more meaningful measure of efﬁciency of propulsion is the ratio of the useful power obtained, PE, to the power actually delivered to the propeller, PD. This



ratio has been given the name quasipropulsive coefﬁcient, and is deﬁ ned as D 



PE PD



(1.8)



The shaft power is taken as the power delivered to the shaft by the main engines aft of the gearing and thrust block, so that the difference between PS and PD represents the power lost in friction in the shaft bearings and stern tube. The shaft transmission efﬁ ciency is deﬁ ned as P S  D (1.9) PS Thus, the propulsive efﬁ ciency is the product of the quasipropulsive coefﬁ cient and the shaft transmission efﬁ ciency P  DS



(1.10)



The shaft transmission loss is usually taken as about 1% for ships with machinery aft and 3% for those with machinery amidships. It must be remembered also that when using the power measured by a torsion meter, the loss will depend on the position of the meter along the shaft. To approach as closely as possible to the power delivered to the propeller, it should be as near to the stern tube as circumstances permit. It is often assumed that S  1.0. The deﬁ nition of the quasipropulsive efﬁciency described above has been widely used for the conventional displacement ship provided with screw propellers and is a very useful measure of the comparative propulsive performance of such ships. The effective power for these ships is based on the total hull resistance with the appropriate appendages installed for the control and propulsion of the ship. This deﬁ nition of effective power is not so useful for high-speed vessels where different types of propulsors can be installed such as waterjets, surfacepiercing propellers, or conventional screw propellers on a Z drive or with inclined shaft and struts. For these vessels, it is more appropriate to base the effective power on the “bare” hull resistance, thus providing a common deﬁ nition of quasipropulsive efﬁciency when comparing the efﬁciencies of various propulsion alternatives. The appendage resistance of a particular propulsor is therefore appropriately charged to that propulsor.
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2 Two-Dimensional Hydrofoils 2.1 Introduction We will begin our examination of hydrofoil and propeller ﬂows by looking at the ﬂow around two-dimensional (2D) foil sections. It is important to recognize at the outset that a 2D ﬂow is an idealization. Flows around marine propellers, sailboat keels or control surfaces are inherently three-dimensional (3D). Moreover, it is even impossible to create a truly 2D ﬂow in a wind or water tunnel. While the foil model may be perfectly placed between the walls of the tunnel test section, interaction between the tunnel wall boundary layers and the foil generate 3D features that disturb the two-dimensionality of the ﬂow ﬁeld. Reliable experimental measurements of 2D foil sections therefore require careful attention to the issue of avoiding unwanted 3D effects. Of course, 2D ﬂows can be modeled theoretically and are much easier to deal with than 3D ﬂows. Moreover, the fundamental mechanism for creating lift as well as much of the methodology for designing optimum foil section shapes can be explained by 2D concepts. Design methods for airplane wings, marine propellers, and everything in between rely heavily on the use of systematic foil section data. However, it is important to recognize that one cannot simply piece together a 3D wing or propeller in a stripwise manner from a sequence of 2D foil sections and expect to get an accurate answer. We will see later why this is true, and how 2D and 3D ﬂows can be properly combined. A surprisingly large number of methods exist for predicting the ﬂow around foil sections, and it is important to understand their advantages and disadvantages. They can be characterized in the following three ways.



1. Approach: analytical or numerical 2. Viscous model: potential ﬂow (inviscid) methods, fully viscous methods, or coupled potential ﬂow/boundary layer methods 3. Precision: exact, linearized, or partially linearized methods Not all combinations of these three characteristics are possible. For example, fully viscous ﬂows (except in a few trivial cases) must be solved numerically. Perhaps one could construct a 3D graph showing all the possible combinations, but this will not be attempted here! In this Section, we will start with the method of conformal mapping, which can easily be identiﬁed as being analytical, inviscid, and exact. We will then look at inviscid, linear theory, which can either be analytical or numerical. The principal attribute of the inviscid, linear, numerical method is that it can be readily be extended to 3D ﬂows.



This will be followed by a brief look at some corrections to linear theory, after which we will look at panel methods, which can be categorized as numerical, inviscid, and exact. We will then look at coupled potential ﬂow/boundary layer methods, which can be characterized as a numerical, viscous, exact method.3 Finally, we will take a brief look at results obtained by a Reynolds Averaged Navier-Stokes (RANS) code, which is fully viscous, numerical, and exact.4 2.2 Foil Geometry Before we start with the development of methods to obtain the ﬂow around a foil, we will ﬁ rst introduce the terminology used to deﬁ ne foil section geometry. As shown in Fig. 2.1, good foil sections are generally slender, with a sharp (or nearly sharp) trailing edge and a rounded leading edge. The base line for foil geometry is a line connecting the trailing edge to the point of maximum curvature at the leading edge, and this is shown as the dashed line in the ﬁgure. This is known as the nose-tail line, and its length is the chord, c, of the foil. The particular coordinate system notation used to describe a foil varies widely depending on application, and one must therefore be careful when reading different texts or research reports. It is natural to use x,y as the coordinate axes for a 2D ﬂow, particularly if one is using the complex variable z  x  iy. The nose-tail line is generally placed on the x axis, but in some applications 3



Well, more or less. Boundary layer theory involves linearizing assumptions that the boundary layer is thin, but the coupled method makes no assumptions that the foil is thin. 4 Here we go again! The foil geometry is exact, but the turbulence models employed in RANS codes are approximations.



Leading Edge Radius
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f(x) -t(x)/2



Nose-Tail Line Maximum Camber, f0



Maximum Thickness, t0



Leading Edge



Trailing Edge Chord



Figure 2.1 Illustration of notation for foil section geometry.
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the x axis is taken to be in the direction of the onset ﬂow, in which case the nose-tail line is inclined at an angle of attack, , with respect to the x axis. Positive x can be either oriented in the upstream or downstream direction, but we shall use the downstream convention here. For 3D planar foils, it is common to orient the y coordinate in the spanwise direction. In this case, the foil section ordinates will be in the z direction. Finally, in the case of propeller blades, a special curvilinear coordinate system must be adopted; we will introduce this later. As shown in Fig. 2.1, a foil section can be thought of as the combination of a mean line, f (x), with maximum value f o and a symmetrical thickness form, t (x), with maximum value t o. The thickness form is added at right angles to the mean line so that points on the upper and lower surfaces of the foil will have coordinates



the leading edge radius scales with the square of the thickness of the foil, so that a 15% thick section of the same form would have a leading edge radius of 1.44% of the chord. We can show why this is true by considering an example where we wish to generate thickness form (2) by linearly scaling all the ordinates of thickness form (1) 2



t2x  t1x



dt 1 dx



rL  lim



(2.1)



where   arctan(df /dx) is the slope of the mean line at point x. The quantity fo /c is called the camber ratio, and in a similar manner, t o /c is called the thickness ratio. It has been common practice to develop foil shapes by scaling generic mean line and thickness forms to their desired values, and combining then by using equation (2.1) to obtain the geometry of the foil surface. A major source of mean line and thickness form data was created by the National Advisory Committee on Aeronautics (NACA; now the National Aeronautics and Space Administation) in the 1930s and 1940s and assembled by Abbott and Von Doenhoff (1959). For example, Fig. 2.2 shows sample tabulations of the geometry of the NACA Mean Line a  0.8 and the NACA 65A010 Basic Thickness Form. Note that the tabulated mean line has a camber ratio fo /c  0.0679, while the thickness form has a thickness ratio t o /c  0.10. Included in the tables is some computed velocity and pressure data that we will refer to later. An important geometrical characteristic of a foil is its leading edge radius, rL , as shown in Fig. 2.1. While this quantity is, in principle, contained in the thickness function t (x), extracting an accurate value from sparsely tabulated data is risky. It is therefore provided explicitly in the NACA tables—for example, the NACA 65A010 has a leading edge radius of 0.639% of the chord. If you wish to scale this thickness form to another value, all of the ordinates are simply scaled linearly. However,



2 32



(2.3)



d 2t dx 2



0



xu  x 



tx xl  x  sin  2 tx yl  fx cos  2



(2.2)



for all values of x. Then, the derivatives dt /dx and d2t /dx 2 will also scale linearly with thickness/chord ratio. Now, at the leading edge, the radius of curvature, rL , is



x



tx sin  2 tx yu  fx  cos  2



to  c to  c 1



evaluated at the leading edge, which we will locate at x  0. Because the slope dt /dx goes to inﬁ nity at a rounded leading edge, equation (2.3) becomes 3



rL  lim x



0



dt dx t  constant 0 2 c dt dx 2



2



(2.4)



which conﬁ rms the result stated earlier. Some attention must also be given to the details of the trailing edge geometry. As we will see, the unique solution for the ﬂow around a foil section operating in an inviscid ﬂuid requires that the trailing edge be sharp. However, practical issues of manufacturing and strength make sharp trailing edges impractical. In some cases, foils are built with a square (but relatively thin) trailing edge, as indicated in Fig. 2.2, although these are sometimes rounded. An additional practical problem frequently arises in the case of foil sections for marine propellers. Organized vortex shedding from blunt or rounded trailing edges may occur at frequencies that coincide with vibratory modes of the blade trailing edge region. When this happens, strong discrete acoustical tones are generated, which are commonly referred to as singing. This problem can sometimes be cured by modifying the trailing edge geometry in such a way as to force ﬂow separation on the upper surface of the foil slightly upstream of the trailing edge. An example of an “antisinging” trailing edge modiﬁcation is shown in Fig. 2.3. It is important to note that the nose-tail line of the modiﬁed section no longer passes through the trailing edge, so that the convenient decomposition of the geometry into a mean line and thickness form is somewhat disrupted. More complete
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Figure 2.2 Sample of tabulated geometry and ﬂow data for an NACA mean line and thickness form. (Reprinted from “Theory of Wing Sections,” by permission of Dover Publications.)



information on this issue was presented by Michael and Jessup (2001). The procedure for constructing foil geometry described so far is based on traditional manual drafting practices which date back at least to the early 1900s. Deﬁning curves by sparse point data, with the additional requirement of fairing into a speciﬁed radius of curvature leaves a lot of room for interpretation and error. In



the present world of computer-aided design software and numerically controlled machines, foil surfaces—and ultimately 3D propeller blades, hubs, and ﬁllets—are best described in terms of standardized geometric “entities” such as Non-Uniform Rational B-Splines (NURBS) curves and surfaces. An example of the application of NURBS technology to 2D propeller sections and complete 3D propeller blades was presented by Neely (1997a).
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-TRAILING EDGE FAIRING RADIUS (6 TIMES THICKNESS AT KNUCKLE BEFORE ROUNDING) Figure 2.3 An example of a trailing edge modiﬁcation used to reduce singing. This particular procedure is frequently used for U.S. Navy and commercial applications.



As an example, Fig. 2.4 shows a B-spline representation of a foil section. In this case, the foil, together with its surface curvature and normal vector, is uniquely deﬁned by a set of 10 (x,y) coordinates representing the vertices of the B-spline control polygon. This is all that is needed to introduce the shape into a computational ﬂuid dynamics code, construct a model, or construct the full size object. Further information on B-spline curves may be found in Letcher (2009). 2.3 Conformal Mapping



2.3.1 History The initial development of the ﬁeld of airfoil theory took place in the early 1900s, long before the invention of the computer. Obtaining an accurate solution for the ﬂow around such a complex shape as a foil section, even in two dimensions, was therefore a formidable task. Fortunately, one analytical technique, known as the method of conformal mapping, was known at that time, and it provided a means of determining the exact inviscid ﬂow around a limited class of foil section shapes. This technique was ﬁ rst applied by Joukowski (1910), and the set of foil geometries created by the mapping function that he developed bears his name. A more general mapping function, which includes the Joukowski mapping as a special case, was then introduced by Kármán and Trefftz (1918). While several other investigators introduced different mapping functions, the next signiﬁcant development was by Theodorsen (1931), who developed an approximate analytical/numerical technique for obtaining the mapping function for a foil section of arbitrary shape. Theodorsen’s work was the basis for the development of an extensive systematic series of foil sections published by NACA in the late 1930s and 1940s. Detailed accounts and references for this important early work may be found in Abbott and Von Doenhoff (1959) and Durand (1963).



The old NACA section results were done, of necessity, by a combination of graphical and hand computation. An improved conformal mapping method of computing the ﬂow around arbitrary sections, suitable for implementation on a digital computer, was published by Brockett (1965, 1966). Brockett found, not surprisingly, that inaccuracies existed in the earlier NACA data and his work led to the development of foil section design charts which are used for propeller design at the present time. The theoretical basis for the method of conformal mapping is given in most advanced calculus texts (e.g., Hildebrand, 1976), so only the essential highlights will be developed here. One starts with the known solution to a simple problem—in this case the ﬂow of a uniform stream past a circle. The circle is then “mapped” into some geometry that resembles a foil section, and if you follow the rules carefully, the ﬂow around the circle will be transformed in such a way as to represent the correct solution for the mapped foil section. Let us start with the ﬂow around a circle. We know that in a 2D ideal ﬂow, the superposition of a uniform free stream and a dipole (whose axis is oriented in opposition to the direction of the free stream) will result in a dividing streamline whose form is circular. We also know that this is not the most general solution to the problem, because we can additionally superimpose the ﬂow created by a point vortex of arbitrary strength located at the center of the circle. The solution is therefore not unique, but this problem will be addressed later when we look at the resulting ﬂow around a foil. To facilitate the subsequent mapping process, we will write down the solution for a circle of radius rc whose
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where r and  are polar coordinates with origin at the center of the circle, so that



x  xc  r cos y  yc  r sin



Figure 2.4 An example of a complete geometrical description of a foil section using a fourth order uniform B-spline. The symbols connected with dashed lies represent the B-spline control polygon, which completely deﬁnes the shape of the foil. The resulting foil surface evaluated from the B-spline is shown as the continuous curve. The knots are the points on the foil surface where the piecewise continuous polynomial segments are joined. The upper curve shows an enlargement of the leading edge region. The complete foil is shown in the lower curve.



Note that we are following a strict right-handed coordinate system, so that positive angles and positive tangential velocities are in a counterclockwise direction. A vortex of positive strength, , therefore induces a velocity which is in the negative x direction on the top of the circle and a positive x direction at the bottom. Figure 2.5 shows the result in the special case where the circulation, , has been set to zero, and the resulting ﬂow pattern is clearly symmetrical about a line inclined at the angle of attack—which in this case was selected to be 10 degrees. If, instead, we set the circulation equal to a value of  7.778695, the ﬂow pattern shown in Fig. 2.6 results. Clearly, the ﬂow is no longer symmetrical, and the two stagnation points on the circle have both moved down. The angular coordinates of the stagnation points on the circle can be obtained directly from equation (2.6) by setting r  rc and solving for the tangential component of the velocity ut  v cos u sin  2U sin  



center is located at an arbitrary point (xc,yc) in the x y plane, as shown in Fig. 2.5. The circle will be required to intersect the positive x axis at the point x  a, so that the radius of the circle must be



ux, y  U cos U



rc r



vx, y  U sin U



rc r



2



cos2  2



 sin 2r



 sin2  cos 2r (2.6)



(2.8)



(x,y) r rc



1



(2.5)



We will see later that in order to obtain physically plausible foil shapes, the point x  a must either be in the interior of the circle or lie on its boundary. This simply requires that xc 0. Finally, the uniform free-stream velocity will be of speed U and will be inclined at an angle  with respect to the x axis. With these deﬁ nitions, the velocity components (u, v) in the x and y directions are



 2rc



2



Y



rc  xc  a2  yc2



(2.7)



θ



xc,yc



0



β



-a



a



-1



-2 -2



-1



0



X



1



2



Figure 2.5 Flow around a circle with zero circulation. The center of the circle is located at x  0.3, y  0.4. The circle passes through x  a  1.0. The ﬂow angle of attack is 10 degrees.
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Now let us suppose that the physical x,y coordinates of the ﬂuid ﬂow are the real and imaginary parts of a complex variable z  x  iy. We can construct a complex potential  (z) by assigning the real part to be the velocity potential and the imaginary part to be the stream function z  x, y  ix, y



β



-a



As the real and imaginary parts of  each satisfy Laplace’s equation,  is an analytic function.5 In addition, the derivative of  has the convenient property of being the conjugate of the “real” ﬂuid velocity, u  iv. An easy way to show this is to compute d/dz by taking the increment dz in the x direction
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Figure 2.6 Flow around a circle with circulation. The center of the circle is located at x  0.3, y  0.4. The circle passes through x  a  1.0. Note that the rear stagnation point has moved to x  a.



If we set ut  0 in equation (2.8) and denote the angular coordinates of the stagnation points as s, we obtain  sins   (2.9) 4rcU For the example shown in Fig. 2.6, substituting rc  1.32 + 0.42  1.3602,  7.778695, U  1.0, and   10 degrees into equation (2.9), we obtain sins   0.45510 : s  17.1deg, 142.9deg (2.10) In this special case, we see that we have carefully selected in such a way as to move the rear stagnation point exactly to the point a on the x axis, since s  , where yc (2.11)   arcsin rc 2.3.2 Conformal Mapping Essentials Conformal mapping is a useful technique for solving 2D ideal ﬂuid problems because of the analogy between the properties of an analytic function of a complex variable and the governing equations of a ﬂuid. We know that the ﬂow of an ideal ﬂuid in two dimensions can be represented either by a scalar function  (x,y) known as the velocity potential, or by a scalar function (x,y) known as the stream function. To be a legitimate ideal ﬂuid ﬂow, both must satisfy Laplace’s equation. The ﬂuid velocities can then be obtained from either, as follows.    x y   v  y x



(2.13)



u



where the second line of equation (2.14) follows directly from equation (2.12). If you are not happy with this approach, try taking the increment dz in the iy direction, and you will get the identical result. This has to be true, because  is analytic and its derivative must therefore be unique. We now introduce a mapping function (z), with real part  and imaginary part . We can interpret the z plane and the  graphically as two different maps. For example, if the z plane is the representation of the ﬂow around a circle (shown in Figs. 2.5 and 2.6), then each pair of x,y coordinates on the surface of the circle, or on any one of the ﬂow streamlines, will map to a corresponding point ,  in the  plane, depending on the particular mapping function (z). This idea may make more sense if you take an advanced look at Fig. 2.7. The fancy looking foil shape was, indeed, mapped from a circle. While it is easy to conﬁ rm that the circle has been mapped into a more useful foil shape, how do we know that the ﬂuid velocities and streamlines in the  plane are valid? The answer is that if  (z) and the mapping function (z) are both analytic, then  ( ) is also analytic. It therefore represents a valid 2D ﬂuid ﬂow, but it may not necessarily be one that we want. However, if the dividing streamline produces a shape that we accept, then the only remaining ﬂow property that we need to verify is whether or not the ﬂow at large distances from the foil approaches a uniform stream of speed U and angle of attack . We will ensure the proper far-ﬁeld behavior if the mapping function is constructed in such a way that   z in the limit as z goes to inﬁ nity.



5



(2.12)



(2.14)



Remember, an analytic function is one that is single valued and whose derivative is uniquely deﬁ ned (i.e., the value of its derivative is independent of the path taken to obtain the limiting value of / z).
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where  and a are given real constants, whose purpose we will discover shortly. The derivative of the mapping function, which we will need to transform the velocities from the z plane to the  plane can be obtained directly from equation (2.16)



Karman-Trefftz Section: xc=-0.3 yc=0.3 τ=25 degrees Angle of Attack=10 degrees.
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Figure 2.7 Flow around a Kármán-Trefftz foil derived from the ﬂow around a circle shown in Fig. 2.6 with a speciﬁed tail angle of   25 degrees.



Finally, the complex velocity in the  plane can simply be obtained from the complex velocity in the z plane d d u iv z dz   u iv   (2.15) d d d dz dz Even though we introduced the concept of the complex potential, , we do not actually need it. From equation (2.15), all we need to get the velocity ﬁeld around the foil is the velocity around the circle and the derivative of the mapping function. And, of course, we need the mapping function itself to ﬁ nd the location of the actual point in the  plane where this velocity occurs. Evaluating expressions involving complex variables has been greatly facilitated by the availability of computer languages that permit the declaration of complex data types. In addition, commercial graphics packages designed speciﬁcally to handle output from computational ﬂuid dynamics (CFD) codes can be used to generate high-quality graphs of ﬂow streamlines, color contours of velocities and pressures, and ﬂow vectors. When applied to conformal mapping solutions, there is practically no limit to the resolution of ﬂow details. The information was all there in Joukowski’s time, but the means to view it was not! The ﬂow ﬁgures in this section were all generated by a procedure of this type developed by Kerwin (2001). 2.3.3 The Kármán-Trefftz Mapping Function The Kármán-Trefftz transformation maps a point z to a point  using the following relationship 



az  a  z a z  a z a



(2.16)



(2.17)



We can see immediately from equation (2.16) that when   1 the mapping function reduces to   z, so this produces an exact photocopy of the original ﬂow! Note also, that when z  a,   a. Since we want to stretch out the circle, useful values of  will therefore be greater than 1.0. Finally, from equation (2.17), the derivative of the mapping function is zero when z  a. These are called critical points in the mapping function, meaning that strange things are likely to happen there. Most difﬁcult concepts of higher mathematics can best be understood by observing the behavior of small bugs. Suppose a bug is walking along the perimeter of the circle in the z plane, starting at some point z below the point a. The bug’s friend starts walking along the perimeter of the foil in the  plane starting at the mapped point (z). The magnitude and direction of the movement of the second bug is related to that of the ﬁrst bug by the derivative of the mapping function. If d/dz is nonzero, the relative progress of both bugs will be smooth and continuous. But when the ﬁrst bug gets to the point a, the second bug stops dead in its tracks, while the ﬁrst bug continues smoothly. After point a, the derivative of the mapping function changes sign, so the second bug reverses its direction. Thus, a sharp corner is produced, as is evident in Fig. 2.7. The included angle of the corner (or tail angle in this case) depends on the way in which d/dz approaches zero. While we will not prove it here, the tail angle  (in degrees) and the exponent  in the mapping function are simply related  2   1802  (2.18) 180 so that the tail angle corresponding to   1.86111 is 25 degrees, which is the value speciﬁed for the foil shown in Fig. 2.7. Note that if   2 in equation (2.18) the resulting tail angle is zero, (i.e., a cusped trailing edge results). In that case, the mapping function in equation (2.16) reduces to a much simpler form which can be recognized as the more familiar Joukowski transformation a2 (2.19) z Finally, if   1, the tail angle is   180 degrees, or in other words, the sharp corner has disappeared. Since we saw earlier that   1 results in no change to the original circle, this result is expected. Thus, we see that the permissible range of  is between (1,2). In fact, since practical foil sections have tail angles that are generally less than 30 degrees, the corresponding range of  is roughly from (1.8,2.0). z
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Karman-Trefftz Section: xc=-0.3 yc=0.4 τ=25 degrees Angle of Attack=10 degrees. Circulation, Γ=-7.778
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Figure 2.8 Flow near the trailing edge. The ﬁgure on the left is for zero circulation. Note the ﬂow around the sharp trailing edge and the presence of a stagnation point on the upper surface. The ﬁgure on the right shows the result of adjusting the circulation to provide smooth ﬂow at the trailing edge.



If a rounded leading edge is desired, then the circle must pass outside of z  a. On the other hand, we can construct a foil with a sharp leading and trailing edge by placing the center of the circle on the imaginary axis, so that a circle passing through z  a will also pass through z  a. In this case, the upper and lower contours of the foil can be shown to consist of circular arcs. In the limit of small camber and thickness, these become the same as parabolic arcs. 2.3.4 The Kutta Condition We can see from equation (2.6) that the solution for the potential ﬂow around a circle is not unique, but contains an arbitrary value of the circulation, . If we were only interested in this particular ﬂow, it would be logical to conclude, from symmetry, that the only physically rational value for the circulation would be zero. On the other hand, if the cylinder were rotating about its axis, viscous forces acting in a real ﬂuid might be expected to induce a circulation in the direction of rotation. This actually happens in the case of exposed propeller shafts which are inclined relative to the inﬂow. In this case, a transverse force called the Magnus effect will be present. This is described, for example, in Thwaites (1960) who gave several examples including the Flettner Rotor Ship that crossed the Atlantic Ocean in 1922 propelled by two vertical-axis rotating cylinders replacing the masts and sails. Thwaites also described the use of ﬂuid jets oriented tangent to the surface of a cylinder or airfoil to alter the circulation. However, these are not of interest in the present discussion, where the ﬂow around a circle is simply an artiﬁcial means of developing the ﬂow around a realistic foil shape.



Figure 2.8 shows the local ﬂow near the trailing edge for the Kármán-Trefftz foil shown in Fig. 2.5. The ﬂow in the left ﬁgure shows what happens when the circulation around the circle is set to zero. The ﬂow on the right ﬁgure shows the case where the circulation is adjusted to produce a stagnation point at the point a on the x axis, as shown in Fig. 2.6. In the former case, there is ﬂow around a sharp corner, which from equation (2.15) will result in inﬁ nite velocities at that point since d/dz is zero. On the other hand, the ﬂow in the right ﬁgure seems to leave the trailing edge smoothly. If we again examine equation (2.15), we see that the expression for the velocity is indeterminate, with both numerator and denominator vanishing at z  a. It can be shown from a local expansion of the numerator and denominator in the neighborhood of z  a that there is actually a stagnation point there provided that the tail angle   0. If the trailing edge is cusped (  o), the velocity is ﬁ nite, with a value equal to the component of the inﬂow that is tangent to the direction of the trailing edge. Kutta’s hypothesis was that in a real ﬂuid, the ﬂow pattern shown in the left of Fig. 2.8 is physically impossible, and that the circulation will adjust itself until the ﬂow leaves the trailing edge smoothly. His conclusion was based, in part, on a very simple but clever experiment carried out by Prandtl in the Kaiser Wilhelm Institute in Göttingen around 1910. A model foil section was set up vertically, protruding through the free surface of a small tank. Fine aluminum dust was sprinkled on the free surface, and the model was started up from rest. The resulting ﬂow pattern was then photographed,
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where q is the magnitude of the total ﬂuid velocity at the point in question,



q



u2  v2



and (u,v) are the components of ﬂuid velocity obtained from equation (2.15). The quantity p  is the pressure far upstream, taken at the same hydrostatic level. A nondimensional pressure coefﬁcient can be formed by dividing the difference between the local and upstream pressure by the upstream dynamic pressure



p p q 1 CP  1 U 2



U 2 Figure 2.9 Early ﬂow visualization photograph showing the development of a starting vortex (Prandtl & Tietjens, 1934). (Reprinted by permission of Dover Publications.)



as shown in Fig. 2.9. The photograph clearly shows the formation of a vortex at the trailing edge which is then shed into the ﬂow. Because Kelvin’s theorem states that the total circulation must remain unchanged, a vortex of equal but opposite sign develops around the foil. Thus, the adjustment of circulation is not arbitrary but is directly related to the initial formation of vortex in the vicinity of the sharp trailing edge. While this process is initiated by ﬂuid viscosity, once the vortex has been shed, the ﬂow around the foil acts as though it is essentially inviscid. This basis for setting the circulation is known as the Kutta condition, and it is universally applied when inviscid ﬂow theory is used to solve both 2D and 3D lifting problems. However, it is important to keep in mind that the Kutta condition is an idealization of an extremely complex real ﬂuid problem. It works amazingly well much of the time, but it is not an exact solution to the problem. We will see later how good it really is! In the case of the present conformal mapping method of solution, we simply set the position of the rear stagnation point to s  . The required circulation, from equation (2.9) is,   4rcU sin   (2.20) 2.3.5 Pressure Distributions The distribution of pressure on the upper and lower surfaces of a hydrofoil is of interest in the determination of lift and drag forces, cavitation inception, and in the study of boundary layer behavior. The pressure ﬁeld in the neighborhood of the foil is of interest in studying the interaction between multiple foils, and in the interaction between foils and adjacent boundaries. The pressure at an arbitrary point can be related to the pressure at a point far upstream from Bernoulli’s equation, 1 1 p  U 2  p  q2 2 2



2



Note that at a stagnation point, q  0, so that the pressure coefﬁcient becomes CP  1.0. A pressure coefﬁcient of zero indicates that the local velocity is equal in magnitude to the free-stream velocity, U, while a negative pressure coefﬁcient implies a local velocity that exceeds free stream. While this is the universally accepted convention for deﬁ ning the nondimensional pressure, many authors plot the negative of the pressure coefﬁcient. In that case, a stagnation point will be plotted with a value of CP  1.0. 2.3.6 Examples of Propellerlike Kármán-Trefftz Sections Figures 2.10 to 2.14 show the foil sections, pressure contours, and stream traces for two foil sections operating at an angle of attack, , of 0 and 10 degrees. The mapping parameters are identiﬁed on each plot, and the contour levels for the pressure coefﬁcient are the same for all graphs in order to permit direct comparison. Figure 2.10 shows a “skeleton” section with a sharp leading (and trailing) edge at an angle of attack of zero. Note that the pressure contours and stream traces are symmetrical about the midchord, and that the dividing streamline therefore passes smoothly over the upper and lower surfaces of the leading edge. Figure 2.11 shows the same section at an angle of attack of 10 degrees. The dividing streamline now impacts the foil on the lower surface slightly downstream



Figure 2.10 Skeleton at zero angle of attack.
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Figure 2.11 Skeleton at 10 degrees—leading edge close up.



Figure 2.13 Foil shown in Fig. 2.12 at an angle of attack of 10 degrees.



of the leading edge. The ﬂow around the sharp leading edge from the lower to the upper surface produces a local region of high velocity and hence low pressure. While the highest pressure coefﬁcient contour (lowest pressure) is shown as 4.0, it is actually inﬁ nite right at the leading edge. Figure 2.12 shows a section generated with the same mapping parameters as in Figure 2.10 except that x c has been moved from zero to 0.05, thus producing a rounded leading edge. The angle of attack is zero in this case, and the ﬂow pattern is no longer symmetric about the midchord. However, the dividing streamline impacts the foil right at the leading edge and passes smoothly over the upper and lower foil surface. Figure 2.13 is the same foil, but at an angle of attack of 10 degrees. The dividing streamline impacts the foil on the lower surface, as in Fig. 2.11, but the high velocity region near the leading edge is less extreme. Finally, Fig. 2.14 shows a close-up of the leading-edge region for this case. We will see that the effect of foil geometry and angle attack on the detailed ﬂow around the leading



edge is of extreme importance in propeller design, and the analytical results shown here are provided as a preview. 2.3.7 Lift and Drag Determining the overall lift and drag on a 2D foil section in inviscid ﬂow is incredibly simple. The force (per unit of span) directed at right angles to the oncoming ﬂow of speed U is termed lift and can be shown to be



Figure 2.12 Kármán-Trefftz section with a rounded leading edge at zero angle of attack.



L  U



(2.21)



while the force acting in the direction of the oncoming ﬂow is termed drag is zero. Equation (2.21) is known as Kutta-Joukowski’s Law.6 We can easily verify that equation (2.21) is correct for the ﬂow around a circle by integrating the y and x components of the pressure acting on its surface. Without loss of generality, let us assume that the circle is



6



The negative sign in the equation is a consequence of choosing the positive direction for x to be downstream and using a right-handed convention for positive .



Figure 2.14 Close-up of leading-edge region of the foil shown in Fig. 2.13.
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centered at the origin, and that the angle of attack is zero. In this case, the velocity on the surface of the circle, from equation (2.8), is  ut  2U sin   (2.22) 2rc As before, we can write down the pressure from Bernoulli’s equation 1 p p  U 2 ut2  (2.23) 2 and the lift is the integral of the y component of the pressure around the circle 2



L    p p  sin rcd



(2.24)



0



By substituting equations (2.22) and (2.23) into equation (2.24), and recognizing that only the term containing sin2 survives the integration, one can readily recover equation (2.21). In a similar way, we can write down the integral for drag 2 D    p vp  cos rcd (2.25) 0



and show that all terms are zero. We will now resort to “fuzzy math” and argue that equation (2.21) must apply to any foil shape. The argument is that we could have calculated the lift force on the circle from an application of the momentum theorem around a control volume consisting of a circular path at some large radius r  rc. The result must be the same as the one obtained from pressure integration around the foil. But if this is true, the result must also apply to any foil shape, because the conformal mapping function used to create it requires that the ﬂow ﬁeld around the circle and around the foil become the same at large values of r. 2.3.8 Mapping Solutions for Foils of Arbitrary Shape Closed form mapping functions are obviously limited in the types of shapes that they can produce. While some further extensions to the Kármán-Trefftz mapping function were developed, this approach was largely abandoned by the 1930s. Then, in 1931, Theodorsen (1931) published a method by which one could start with the foil geometry and develop the mapping function that would map it back to a circle. This was done by assuming a series expansion for the mapping function and solving numerically for a ﬁnite number of terms in the series. The method was therefore approximate and extremely time-consuming in the precomputer era. Nevertheless, extensive application of this method led to the development of the NACA series of wing sections, including the sample foil section shown in Fig. 2.2. An improved version of Theodorsen’s method, suitable for implementation on a digital computer, was developed by Brockett (1966). Brockett found, as noted in 2.3.1, that inaccuracies existed in the tabulated geometry and pressure distributions for some of the earlier
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NACA data. Brocket’s modiﬁed NACA-66 thickness form was developed at that time and has been used extensively for propeller sections. By the mid 1970s, conformal mapping solutions had given way to panel methods, which we will discuss later. This happened for three reasons: 1. Conformal mapping methods cannot be extended to 3D ﬂow, while panel methods can. 2. Both methods involve numerical approximation when applied to foils of a given geometry, and implementation and convergence checking is more straightforward with a panel method. 3. Panel methods can be extended to include viscous boundary layer effects. 2.4 Linearized Theory for a Two-Dimensional Foil Section



2.4.1 Problem Formulation In this section, we will review the classical linearized theory for 2D foils in inviscid ﬂow. The problem will be simpliﬁed by making the assumptions that the thickness and camber of the foil section is small and that the angle of attack is also small. The ﬂow ﬁeld will be considered as the superposition of a uniform oncoming ﬂow of speed U and angle of attack  and a perturbation velocity ﬁ eld caused by the presence of the foil. We will use the symbols u,v to denote the perturbation velocity, so that the total ﬂuid velocity in the x direction will be U cos   u, while the component in the y direction will be U sin   v. The reader should be warned that for analytical developments, it is more efﬁcient to have the origin x  0 at the foil midchord, whereas for practical foil geometry, it is more common to have x  0 represent the leading edge. The reader should take care to correctly interpret each equation, but the author will warn the reader each time the coordinate system is redeﬁ ned. The exact kinematic boundary condition is that the resultant ﬂuid velocity must be tangent to the foil on both the upper and lower surface dyu  dx dyl  dx



U sin   v on y  yu U cos   u U sin   v on y  yl U cos   u



(2.26)



However, since we are looking for the linearized solution, three simpliﬁcations can be made. First of all, since  is small, cos   1 and sin   . But if the camber and thickness of the foil is also small, the perturbation velocities can be expected to be small compared to the inﬂow.7 Finally, since the slope of the mean line, ,



7 Actually, this assumption is not uniformly valid, since the perturbation velocity will not be small in the case of the ﬂow around a sharp leading edge, nor is it small close to the stagnation point at a rounded leading edge. We will see later that linear theory will be locally invalid in those regions.
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is also small, the coordinates of the upper and lower surfaces of the foil shown in equation (2.1) will be approximately, tx yux f x  2 tx ylx f x 2



(2.27)



U  v x dyu 1 dtx dfx on y = 0    U dx 2 dx dx



c/2



(2.28)



 



dfx v x  v x  dx 2U dtx vx  v x  dx U



(2.29)



We now see that the linearized foil problem has been conveniently decomposed into two parts. The mean value of the vertical perturbation velocity along the x axis is determined by the slope of the camber distribution f (x) and the angle of attack, , measured in radians. The jump in vertical velocity across the x axis is directly related to the slope of the thickness distribution, t (x). This is the key to the solution of the problem, because we can generate the desired even and odd behavior of v (x) by distributing vortices and sources along the x axis between the leading and trailing edge of the foil, as will be shown in the next section. 2.4.2 Vortex and Source Distributions The velocity ﬁeld of a point vortex of strength located at a point  on the x axis is



(2.30)



y 1 d  22c/2 x 2  y2 c/2



x  1 d vx, y   x 2 2c/2 2  y2



(2.32)



It is instructive to look at the velocity ﬁeld in the special cases where the vortex strength is constant over the interval. This result will also be useful later when we look at panel methods. As shown by Katz and Plotkin (1991), in this case  comes outside the integral, and equation (2.32) can be integrated analytically, giving the result ux, y  



y y  tan 1 tan 1 x c2 xc2 2



x c  22  y 2  ln vx, y  x  c  22  y 2 2



(2.33)



The reader should be aware that the evaluation of the arctangent such as in equation (2.33) must be done carefully to ensure that the resulting angle is in the correct quadrant. This requires that both the numerator and denominator of the argument to the arctangent be known—not just the resulting quotient.8 Figure 2.15 shows the velocity ﬁeld obtained from equation (2.33) for points along the y axis in the case where the vortex sheet strength has been set to   1. Note that a jump in horizontal velocity exists across the sheet, and that the value of the velocity jump is equal to the strength of the sheet. This fundamental property of a vortex sheet follows directly from an application of Stokes theorem to a small circulation contour spanning the sheet, as shown in Fig. 2.16.  dx  u dx  0  u dx  0   u u 8



y  ux, y  2 x   y2 2 x   vx, y  x 2  y 2 2



(2.31)



We next deﬁ ne a vortex sheet as a continuous distribution of vortices with strength  per unit length. The velocity ﬁeld of a vortex sheet distributed between x  c /2 to x  c /2 will be ux, y 



Note that the boundary condition is applied on the line y  0 rather than on the actual foil surface, which is consistent with the linearizing assumptions made so far. This result can be derived in a more formal way by carefully expanding the geometry and ﬂow ﬁeld in terms of a small parameter, but this is a lot of work and is unnecessary to obtain the correct linear result. The notation v and v means that the perturbation velocity is to be evaluated just above and just below the x axis. Now, if we take half of the sum and the difference of the two equations above, we obtain 



x  S x 2  y 2 2 y S vx, y  2 x   y2 2



ux, y 



Introducing these approximations into equation (2.26), we obtain the following



dyl dfx 1 dtx U  v x on y = 0   dx dx 2 dx U



while the corresponding velocity ﬁeld for a point source of strength S is,



(2.34)



Most programming languages provide intrinsic functions for the arctangent (such as ATAN2 in Fortran95) that require that the numerator and denominator be supplied separately. In more precise mathematical terms, ATAN2 (y, x) (or equivalent) returns the principal value of the argument of the complex number z  x  iy.
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Figure 2.15 Vertical distribution of the u velocity at the midchord of a constant strength vortex panel of strength   1.



Even though Figure 2.15 was computed for a uniform distribution of  (x) between x1 and x2, the local behavior of the u component of velocity close to the vortex sheet would be the same for any continously varying distribution. On the other hand, the v component of velocity depends on  (x), but is continuous across the sheet. Figure 2.17 shows the v component of velocity along the x axis, again for the case where   1. We can develop similar expressions for the velocity ﬁeld of a uniform strength source sheet. If we let the strength of the source sheet be  per unit length, the velocity ﬁeld of a source sheet extending from x  c /2 to x  c /2 will be c/2 x  1 d ux, y   22c/2 x 2  y 2 (2.35) c/2 y 1 d vx, y   2 2c/2 x 2  y 2 Again, if we specify that the source strength is constant, equation (2.35) can be integrated, so give the result  x  c  22  y2 ln ux, y  4 x c  22  y2 v(x, y) 
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Figure 2.17 Horizontal distribution of the v velocity along a constant strength vortex panel of strength   1.



Figure 2.18 shows the v component of the velocity obtained from equation (2.36) evaluated just above and just below the x axis for a value of   1. The jump in the vertical velocity is equal to the value of the source sheet strength, which follows directly from a consideration of mass conservation.   v v 



(2.37)



Returning to equation (2.29), we now see that, within the assumptions of linear theory, a foil can be represented by a distribution of sources and vortices along the x axis. The strength of the source distribution,  (x) is known directly from the slope of the thickness distribution x  U



dtx dx



(2.38)



v  v ] the vortex sheet dis2 tribution must satisfy the relationship



while [since vx, y  0 



c/2  dfx 1 c  d  U df 2 2c/2 x 



(2.39)
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Figure 2.16 Illustration of the circulation path used to show that the jump in u velocity is equal to the vortex sheet strength, .



Figure 2.18 Horizontal distribution of the v velocity along a constant strength source panel of strength   1.
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The symbol “c” superimposed on the integral sign indicates that the form of this integral is known as a “Cauchy principal value integral,” as will be discussed in the next section. This decomposition of foil geometry, velocity ﬁelds, and singularity distributions has revealed a very important result. According to linear theory, the vortex sheet distribution, and hence the total circulation, is unaffected by foil thickness, since it depends only on the mean line shape and the angle of attack. This means that the lift of a foil section is unaffected by its thickness. Now, the exact conformal mapping procedure developed in the previous section shows that lift increases with foil thickness, but only slightly. So, there is no contradiction, as linear theory is only supposed to be valid for small values of thickness. We will see later that viscous effects tend to reduce the amount of lift that a foil produces as thickness is increased. So, in some sense, linear theory is more exact than exact theory! We will return to this fascinating tale later. To complete the formulation of the linear problem, we must introduce the Kutta condition. Since the jump in velocity between the upper and lower surface of the foil is directly related to the vortex sheet strength, it is sufﬁcient to specify that  (c /2)  0. If this were not true, there would be ﬂow around the sharp trailing edge. 2.5 Glauert’s Solution for a Two-Dimensional Foil In this section, we will summarize the relationship between the shape of a mean line and its bound vortex distribution following the approach of Glauert (1947). A distribution of bound circulation  (x) over the chord induces a velocity ﬁeld v (x) which must satisfy the linearized boundary condition developed earlier in equation (2.39) df (2.40)  dx Glauert assumed that the unknown circulation  (x) could be approximated by a series in a transformed x ~, coordinate, x c (2.41) x  cosx 2 ~  0, while Note that at the leading edge, x  c /2, x ~ ~ at the at the trailing edge, x  c /2, x  . The value of x midchord is  /2. The series has the following form: vx  U



x  2U a0



1  cosx   ansinnx ˜ sinx ˜ n1







(2.42)



All terms in equation (2.42) vanish at the trailing edge in order to satisfy the Kutta condition. Since the sine terms also vanish at the leading edge, they will not be able to generate an inﬁnite velocity, which may be present there. The ﬁrst term in the series has therefore been included to provide for this singular behavior at the leading edge. This ﬁrst term is actually the solution for a ﬂat plate at unit angle of attack obtained from the Joukowski transformation, after introducing the approximation that sin   . It goes without saying that it helps to know the answer before starting to solve the problem!



With the series for the circulation deﬁned, we can now calculate the total lift force on the section from Kutta-Joukowski’s law, c2



L  U  U xdx c2



(2.43)  2 a  a  cU 0 2 1 Equation (2.43) can be expressed in nondimensional form in terms of the usual lift coefﬁcient L  2a 0  a 1 CL  (2.44) 1 U 2c 2 We will next develop an expression for the distribution of vertical velocity, v, over the chord induced by the bound vortices c2 () 1 c d vx  (2.45) 2 c2 x  Note that the integral in equation (2.45) is singular, since the integrand goes to inﬁ nity when x  . To evaluate the integral, one must evaluate the Cauchy principal value, which is deﬁ ned as c2



c fx, d  lim 
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fx, d   fx, d (2.46) x



What equation (2.46) says, in simple terms, is that if the integral goes to  on one side of the point x   and goes to  at the same rate on the other side, the two will cancel out, leaving a ﬁnite result. The detailed steps in carrying out the integration of equation (2.45) may be found in Glauert (1947) and the ﬁnal result is amazingly simple:  vx  a0   an cosnx (2.47) U n1 Solving equation (2.40) for df/dx and substituting equation (2.47) for v, we obtain the desired relationship between the shape of the mean line and the series coefﬁcients for the chordwise distribution of the bound circulation  a0 
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0



(2.48)



A particularly important result is obtained by solving equation (2.48) for the angle of attack for which the a0 coefﬁcient vanishes n 1 df (2.49) ideal   dx  0 dx This is known as the ideal angle of attack, and it is particularly important in hydrofoil and propeller design because it relates to cavitation inception at the leading edge. For any shape of mean line, one angle of attack
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exists for which the velocity is ﬁ nite at the leading edge. From the symmetry of equation (2.49), we see that the ideal angle of attack is zero for any mean line that is symmetrical about the midchord. Combining equations (2.48), (2.49), and (2.50) gives an alternate form for the lift coefﬁcient CL  2 ideal  CLideal (2.50) where Cideal  1 is the ideal lift coefﬁcient, which is L the lift coefﬁcient when the angle of attack of the foil equals ideal angle of attack. 2.5.1 Example: The Flat Plate For a ﬂat plate at angle of attack , we can see immediately from the Glauert results that a0   and a n  0 for n  0. The lift coefﬁcient is then found to be CL  2 and the bound circulation distribution over the chord is 1  cos x sin x



x 2U



(2.51)



This result, together with some other cases that we will deal with next, are plotted in Fig. 2.19. In this ﬁgure, all of the mean lines have been scaled to produce a lift coefﬁcient of CL  1.0. In the case of a ﬂat plate, the angle of attack has therefore been set to   1/(2) radians. 2.5.2 Example: The Parabolic Mean Line The equation of a parabolic mean line with maximum camber f0 is fx  fo 1 



x c  2
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(2.52)



so that the slope is df 8f x  o2 dx c



(2.53)
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Figure 2.19 Comparison of shape and vortex sheet strength for a ﬂat plate, parabolic mean line, NACA a  1.0, and NACA a  0.8, all with unit lift coefﬁcient.
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~, the slope can be written as but because x  c /2cos x f df  4 o cos x dx c



(2.54)



Therefore, we can again solve for the Glauert coefﬁcients of the circulation very easily: 1  df dx  0  a0    0 dx f 2 4f0  2 (2.55) a1   cos xdx  4 c0  c 0 an  0 for n>1 The lift coefﬁcient is then given by the expression CL  2a0  a1  2a  4



f0 c



(2.56)



and the circulation distribution becomes f 1  cos x 8U 0 sin x (2.57) x  2U sin x c The solution for the parabolic camber line therefore consists of the sum of two parts: a lift and circulation distribution proportional to the angle of attack and a lift and circulation distribution proportional to the camber ratio. This is true for any mean line, except that in the general case, the lift due to angle of attack is proportional to the difference between the angle of attack and the ideal angle of attack ( ideal). The latter is zero for the parabolic mean line due to its symmetry about the midchord. The result plotted in Fig. 2.19 is for a parabolic mean line operating with a lift coefﬁcient of CL  1.0 at its ideal angle of attack, which is zero. 2.6 The Design of Mean Lines: The NACA a-Series From a cavitation point of view, the ideal camber line is one that produces a constant pressure difference over the chord. In this way, a ﬁ xed amount of lift is generated with the minimum reduction in local pressure. As the local pressure jump is directly proportional to the bound vortex strength, such a camber line has a constant circulation over the chord. Unfortunately, this type of camber line does not perform to expectation, since the abrupt change in circulation at the trailing edge produces an adverse pressure gradient which separates the boundary layer. One must therefore be less greedy and accept a load distribution that is constant up to some percentage of the chord, and then allow the circulation to decrease linearly to zero at the trailing edge. A series of such mean lines was developed by the NACA and this work is presented by Abbott and Von Doenhoff (1959). This series is known as the a-series, where the parameter “a” denotes the fraction of the chord over which the circulation is constant. The original NACA development of these mean lines, which dates back to 1939, was to achieve laminar ﬂow wing sections. The use of these mean lines in hydrofoil and
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propeller applications to delay cavitation inception was a later development. These shapes could, in principle, be developed from the formulas developed in the preceding section by expanding the desired circulation distribution in a sine series. However, a large number of sine series terms would be necessary for a converged solution, so it is better to integrate equation (2.39) directly. As  (x) consists only of constant and linear segments, the integration can be carried out analytically. The resulting expression for the shape of the mean line for any value of the parameter “a” and lift coefﬁcient, CL , is 2



CL fx 1 1 x x a ln a  c c c 2a  1 1 a 2 1 x 1 c 2 1 x 1 c 4
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2



2



1 x x ln 1  1 c c 4



(2.58)



where 1 1 1 1 a2  ln a 2 4 4 1 a
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1 1 a



q



1 1 1 a2 ln1 a 1 a2  g 4 2



Note that these equations assume coordinates with x  0 at the leading edge and x  c at the trailing edge. Except for the NACA a  1.0 mean line, this series of mean lines is not symmetrical about the midchord. The ideal angles of attack are therefore nonzero, and may be found from the following equation. Reverting back ~  0 at the leading edge to coordinates with x  c /2, x ~ and x  c /2, x   at the trailing edge, we have CLh 1  df dx  (2.59) ideal   2a  1  0 dx Experience has shown that the best compromise between maximum extent of constant circulation and avoidance of boundary layer separation corresponds to a choice of a  0.8. The tabulated characteristics of the mean line, taken from Abbott and Von Doenhoff (1959), are given in Fig. 2.2. 2.7 Linearized Pressure Coefﬁcient The distribution of pressure on the upper and lower surfaces of a hydrofoil is of interest both in the determination of cavitation inception and in the study of boundary layer behavior. We saw in the preceding section on conformal mapping methods that the pressure at an arbitrary point can be related to the pressure at a point far upstream from Bernoulli’s equation 1 1 p  U 2  p  q2 (2.60) 2 2



U cos   u2  U sin   v2



(2.61)



and p is the pressure far upstream, taken at the same hydrostatic level. A nondimensional pressure coefﬁcient can be formed by dividing the difference between the local and upstream pressure by the upstream dynamic pressure 2 p p q 1 CP  (2.62) U 1



U 2 2 As the disturbance velocities (u,v) are assumed to be small compared with the free-stream velocity in linear theory, and because cos   1 and sin   , 2



x x x ln g h c c c
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where q is the magnitude of the total ﬂuid velocity at the point in question
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2



u q q v v u (2.63) 12 12  2 2  U U U U U U so that the pressure coefﬁcient can be approximated by u CP 2 (2.64) U This is known as the linearized pressure coefﬁ cient, which is valid only where the disturbance velocities are small compared to free stream. In particular, at a stagnation point where q  0, the exact pressure coefﬁcient becomes 1, while the linearized pressure coefﬁcient gives an erroneous value of 2! For a linearized 2D hydrofoil without thickness, the u component of the disturbance velocity at points just above and below the foil is u   /2. Thus, the linearized pressure coefﬁcient and the local vortex sheet strength are directly related, with  (2.65) CP  U on the upper surface and CP  



 U



(2.66)



on the lower surface. Cavitation inception can be investigated by comparing the minimum value of the pressure coefﬁcient on the foil surface to the value of the cavitation index p pv (2.67) 1 U 2 2 where pv is the vapor pressure of the ﬂuid at the operating temperature of the foil. Comparing the deﬁ nitions of  and CP, it is evident that if CP  , then p  pv. Suppose that a foil is operating at a ﬁ xed angle of attack at a value of the cavitation index sufﬁciently high to ensure that the pressure is well above the vapor pressure everywhere. It is therefore safe to assume that no cavitation will be present at this stage. Now reduce the cavitation number, either by reducing p  or increasing U. The point 
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u 1 c c/2 dt  d  d  U 2 c/2 x 



(2.68)
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on the foil surface with the minimum pressure coefﬁcient, (CP) min, will reach vapor pressure ﬁ rst, and this will occur when (CP) min  . At this point, equilibrium can exist between liquid and vapor, so that in principle ﬂuid can evaporate to form a cavity. The physics of this process is actually very complicated, and it turns out that the actual pressure at which a cavity forms may be below the vapor pressure and will depend on the presence of cavitation nuclei in the ﬂuid. These may be microscopic free air bubbles or impurities in the ﬂuid or on the surface of the foil. If there is an abundance of free air bubbles, as is generally the case near the sea surface, cavitation will occur at a pressure very close to vapor pressure. On the other hand, under laboratory conditions in which the water may be too pure, cavitation may not start until the pressure is substantially below vapor pressure. This was responsible for erroneous cavitation inception predictions in the past, before the importance of air content was understood. 2.8 Comparison of Pressure Distributions Because the vortex sheet strength (x)/U and the linearized pressure coefﬁcient is equivalent, we now have all the necessary equations to compare the shape and pressure distributions for a ﬂat plate, a parabolic camber line, the NACA a  1.0 mean line, and the NACA a  0.8 mean line. We will compare them at a lift coefﬁcient of 1, with all three mean lines operating at their ideal angles of attack. Figure 2.19 shows the shape (including angle of attack) of the four sections in question. Note that the slope of the ﬂat plate and parabolic mean line is the same at the three-quarter chord, which is an interesting result that we will come back to later. It is also evident that the slope of the NACA a  0.8 mean line is also about the same at the three-quarter chord, and that the combination of ideal angle of attack and mean line slope makes the back half of the parabolic and NACA a  0.8 mean lines look about the same. The NACA a  1.0 mean line looks strange because it looks more or less the same as the parabolic mean line, but with much less camber, yet it is supposed to have the same lift coefﬁcient. The logarithmic form of the latter makes a difference, and we can see that in the enlargement of the ﬁ rst 10% of the chord shown in Fig. 2.20. Even at this large scale, however, there is no evidence of the logarithmically inﬁ nite slope at the end. As indicated earlier, lift predicted for the NACA a  1.0 is not achieved in a real ﬂuid, so our ﬁ rst impression gained from Fig. 2.19 is to some extent correct. 2.9 Solution of the Linearized Thickness Problem We will now turn to the solution of the thickness problem. Equation (2.38) gives us the source strength,  (x) directly in terms of the slope of the thickness form, while equation (2.35) gives us the velocity at any point (x,y). Combining these equations, and setting y  0, gives us the equation for the distribution of horizontal perturbation velocity due to thickness



21



0.01



0



Parabolic



0



0.025



0.05



0.075



X



0.1



Figure 2.20 Enlargement of Fig. 2.19 showing the difference between an NACA a  1.0 and parabolic mean line near the leading edge.



2.9.1 Example: The Elliptical Thickness Form thickness distribution for an elliptical section is tx  t0 1 



x c2



The



2



(2.69)



where the origin is taken at the midchord, so that the leading edge is at x  c /2 and the trailing edge is at x  c /2. Transforming the chordwise variable as before c x  cosx (2.70) 2 the thickness function becomes tx  t0 1 cos2x  t0 sinx and its slope is cos x dx dt  t0 c  t0 cosx dx dx sin x 2
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The integral for the velocity then becomes
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Linear theory therefore yields the very simple result in this case that the nondimensional horizontal disturbance



 PROPULSION



velocity, u /U, is constant over the chord, with a value equal to the thickness/chord ratio of the elliptical section. It turns out that this result is exact at the midchord, and very nearly correct over most of the chord. However, linear theory has a serious ﬂaw in that no stagnation point results at the leading and trailing edge. Of course, the assumption of small slopes is not valid at the ends, so the breakdown of linear theory in these regions is inevitable. 2.9.2 Example: The Parabolic Thickness Form The parabolic thickness form has the same shape as a parabolic mean line, except that it is symmetrical about y  0. This is sometimes referred to as a bi-convex foil. The shape of this thickness form, and its slope are tx  t0 1 
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Figure 2.21 Shape and velocity distribution for elliptical and parabolic thickness forms from linear theory. The thickness/chord ratio, to /c,  0.1. The vertical scale of the thickness form plots has been enlarged for clarity.



(2.77)



The above Cauchy principal value integral is one of a series of such integrals whose evaluation is given by Van Dyke (1955) x log
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(2.76)
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and the horizontal disturbance velocity is 8t0 c2 d x 



u/U Ellipse



(2.78)



In this case, the velocity is logarithmically inﬁ nite at the leading and trailing edge, so linear theory fails once again to produce a stagnation point! However, the logarithmic singularity is very local, so the result is quite accurate over most of the chord. This result is plotted in Fig. 2.21, together with the result for an elliptical thickness form. Note that the maximum velocity occurs at the mid4 t /c  1.27324 t /c chord and has a value uU  . An 0  0 elliptical thickness form with the same thickness/chord ratio would therefore have a lower value of ( CP) min and would therefore be better from the point of view of cavitation inception. 2.10 Superposition of Camber, Angle of Attack, and Thickness We can combine mean lines and thickness



forms to produce a wide range of section shapes. The linearized perturbation velocity can be determined simply by adding the perturbation velocity due to thickness, camber at the ideal angle of attack, and ﬂat plate loading due to departure from the ideal angle of attack ux  utx  ucx  U ideal c  2 x (2.79) c2x



The linearized pressure coefﬁcient can also be determined by superimposing these three effects by equation (2.64), which is reproduced here CP 2



u U



(2.80)



For example, by adding a parabolic mean line with a camber ratio of f0 /c  0.05 to a parabolic thickness form with thickness ratio t0 /c  0.10, we obtain a section with a ﬂat bottom and parabolic top. This is known as an ogival section,9 which was commonly used for ship propellers in the past, and is still used for many quantity produced propellers for small vessels. Assuming the angle of attack is the ideal angle of attack of the parabolic mean line,   ideal  0 in this case, the cir-



f0



culation [equation (2.58)] becomes x  8U c sin x. The disturbance velocity due to camber at the midchord ~  /2) is (x



uc 1  f   4 0 sinx  4 0.05 1.0  0.200 c U 2 U on the upper surface, and 0.200 on the lower surface. The velocity due to thickness, from equation (2.78), will be ut /U  0.127 on both the upper and the lower surface. Hence, on the upper surface u  0.327 U 9



CP  0.654



Actually, the upper contour of an ogival section is a circular arc, but this approaches a parabolic arc as the thickness becomes small.
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while on the lower surface u  0.073 U
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2.11 Correcting Linear Theory Near the Leading Edge



Linear Theory (q/U=1+to/c) 1.2



Surface Velocity, q/U
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Figure 2.23 Local representation of the leading edge region of a foil by a parabola with matching curvature at x  0. This is sometimes referred to as an “osculating parabola.”



formally as the method of matched asymptotic expansions. However, we will follow a more informal path here. We saw earlier that the leading edge radius of a foil, rL , scales with the square of the thickness/chord ratio. If we are concerned with the local ﬂow in the leading edge region, the maximum thickness of the foil occurs at a point that is far away from the region of interest. In fact, if we consult our resident small bug, as far as it is concerned, the foil extends to inﬁ nity in the x direction. The relevant length scale for the local problem is therefore the leading edge radius. As shown in Figure 2.23, a shape which does this is a parabola (turned sideways). We can ﬁ nd the equation for the desired parabola easily by starting with the equation of a circle of radius rL with center on the x axis at a distance rL back from the leading edge, and examining the limit for x  r yp2  x rL2  rL2 x



Exact solution has stagnation point (q=0) at x=0
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Note that in this section, the coordinates are deﬁned with x  0 at the leading edge and x  c at the trailing edge. The velocity distribution on the surface of a parabola in a uniform stream Ui can be found by conformal mapping to be10 x (2.82) qP  Ui x  rL  2
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Exact Solution: to/c=0.1
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We saw in the preceding sections that linear theory cannot predict the local behavior of the ﬂow near a round leading edge because the assumption of small slopes is clearly violated. While this does not affect the overall lift, any attempt to predict pressure distributions (and cavitation inception) near the leading edge will clearly fail. However, as the problem is local, a relatively simple correction to linear theory can be used to overcome this difﬁculty. This problem was ﬁrst solved by Lighthill (1951). A more recent mathematical treatment of this problem may be found in Van Dyke (1975). An improved formulation of Lighthill’s method was introduced by Scherer (1997), who also cited earlier work by Brockett in 1965, who discovered a 1942 publication (in German) by Riegels. The derivation presented here is based, in part, on class notes prepared by Robert J. Van Houten at MIT in 1982. Figure 2.22 shows the velocity distribution near the leading edge of an elliptical thickness form obtained both by linear and exact theory. Linear theory gives the correct answer at the midchord, regardless of thickness ratio, but fails to predict the stagnation point at the leading edge. On the other hand, as the thickness ratio is reduced, the region of discrepancy between exact and linear theory becomes more local. If the foil is thin, linear theory can be expected to provide the correct global result, but it must be supplemented by a local solution in order to be correct at the leading edge. The technique of combining a global and local ﬂow solution is known
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Figure 2.22 Comparison of surface velocity distributions for an elliptical thickness form with to /c  0.1 and to /c  0.2 obtained from an exact solution and from linear theory.
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The procedure is to start with the potential solution for the ﬂow approaching an inﬁ nite ﬂ at wall (sometimes called “corner ﬂow”) and mapping the ﬂ at wall into a parabola. The derivation will not be presented here.
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Surface velocity, q/U



1



Table 2.1 Velocity q/U at the Leading Edge for Various Thickness Forms at Unit Lift Coefﬁcient
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Note that square root inﬁ nity in equation (2.84) has now been canceled and that the velocity at the leading edge has the ﬁ nite value
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Figure 2.24 Surface velocity distribution near the leading edge of a semiinﬁnite parabola.



and this is plotted in Fig. 2.24. We used Ui in equation (2.82) rather than the foil free-stream velocity, U, because the local leading edge ﬂow is really buried in the global ﬂow ﬁeld. The only remaining task, therefore, is to assign the proper value to Ui. Let us deﬁne ut (x) as the perturbation velocity due to thickness obtained from linear theory. The total surface velocity according to linear theory is then q(x)  U  ut (x). In the limit of x  c, the linear theory result becomes q(0) U  ut (0). On the other hand, in the limit of x  rL the local leading edge solution becomes q(x) Ui. Thus, the “free stream” in the local leading edge solution must approach Ui  U  ut (0), and the complete expression for the surface velocity then becomes qx  U  utx



x x  rL  2



(2.83)



The Lighthill correction can be extended to include the effects of camber and angle of attack. Deﬁne uc (x) as the perturbation velocity due to camber at the ideal angle of attack. With x  0 at the leading edge, equation (2.79) can be written as qx  U  utx  ucx  I  ideal c x (2.84) x Multiplying equation (2.84) by the same factor representing the local leading edge ﬂow gives the result qx u x uc x  1 t  U U U  ideal
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The velocity predicted from equation (2.86) can be compared with NACA tabulated results obtained from Theodorsen’s conformal mapping method for a variety of foil types. This is done in Table 2.1, and it is clear that the Lighthill correction works very well. In addition to correcting the velocity right at the leading edge, we can also use Lighthill’s rule to modify the velocity and pressure distribution from linear theory over the whole forward part of the foil. However, if we were to apply equation (2.85) to an elliptical thickness form, we would ﬁ nd that the result would be worse at the midchord. For example, we know that the exact value of the surface velocity at x /c  0.5 for an elliptical thickness form with a thickness/chord ratio of 20% is q /U  1.2, and that results in a pressure coefﬁcient of CP  0.44. We would also get the same result with linear theory. However, if we apply equation (2.85), we would get 2
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CP  0.385 As suggested by Scherer (1997), a variant of the original Lighthill formula [equation (2.85)] solves this problem, and can be derived as follows. If we take the derivative of equation (2.81), dy r  L dx 2x
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and form the quantity (2.85)
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3 Three-Dimensional Hydrofoil Theory 3.1 Introductory Concepts We saw in the preceding section that a 2D foil could be represented in linear theory by a vortex and source distribution, and that the lift on the section was due entirely to the former. We also saw that linear theory yielded surprisingly accurate results in comparison to exact theory, particularly for foil sections that were relatively thin. In this section, we will therefore extend the concept of a thin, lifting 2D foil section to three dimensions. Such an idealization is termed a lifting surface. We will start by considering a surface of vanishing thickness, but otherwise arbitrary shape, as illustrated in Fig. 3.1. We will further assume that this lifting surface is placed in a steady, irrotational ﬂow ﬁeld, and that the ﬂuid, as in the case of 2D ﬂow, may be regarded as incompressible and inviscid. The ﬂuid velocities at an arbitrary point P on the lifting surface must, of course, be tangent to the surface. However, the velocities at corresponding points on the upper and lower sides of the surface need not be equal in either magnitude or direction. The boundary condition simply requires that they be coplanar. Let us denote the velocity on the upper surface as Vu and the velocity on the lower surface as V l . These can be viewed in a plane tangent to the surface at point P, as shown in Fig. 3.2, and represented as the vector sum of a mean velocity, Vm, and a difference velocity, Vd. Therefore,



Vu  Vm  Vd Vl  Vm Vd



(3.1)



where 1 V  Vl  2 u 1 Vd  Vu Vl  2



Vm 



(3.2)



A nonzero difference velocity implies the presence of a vortex sheet whose strength at the point P is17   2 n Vd ,     2Vd



(3.3)



and whose direction is normal to the plane formed by the surface normal vector, n, and the difference velocity vector, Vd. Equation (3.3) may be veriﬁed simply by calculating the circulation around a small contour, as illustrated in Fig. 3.3. We now deﬁ ne as the angle between the mean ﬂow and the vorticity vector at point P, and proceed to calculate the pressure jump across the lifting surface using Bernoulli’s equation 1 (3.4) p  pl pu  Vu2 Vl2  2 A simple application of the law of cosines relates the upper and lower velocities to the mean and difference velocities as follows Vl2  Vm2  Vd2 2VmVd cos  2  Vu2  Vm2  Vd2 2VmVd cos  2  



(3.5)



which may then be combined with equations (3.3) and (3.4) to give the result p  Vm sin 



(3.6)



17 The quantity  is frequently referred to as the “vorticity,” even though it is really the vortex sheet strength. Vorticity, strictly speaking, is the curl of the velocity vector, and a vortex sheet is the limit of a thin layer of ﬂuid containing vorticity as the thickness of the layer goes to zero and the vorticity goes to inﬁ nity.
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P Vu Figure 3.1 A lifting surface.



Figure 3.2 Velocity diagram in the tangent plane.
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Figure 3.5 Velocities on the upper surface, Vu, lower surface, Vl, mean velocity, Vm, difference velocity, Vd, and vortex sheet strength, , for the special case of a free vortex sheet. Note that in this case the angle between the mean velocity and the vortex sheet strength vector is zero.



Figure 3.3 Relating  to velocity difference.



Thus we see that the pressure jump across a lifting surface vanishes if the vorticity is aligned with the mean ﬂow. On the other hand, if   /2, equation (3.6) is consistent with Kutta-Joukowski’s law for the force on a vortex in 2D ﬂow. These two special cases are illustrated using the current notation in Figs. 3.4 and 3.5. In the more general case, it is convenient to resolve the vector  into components along and normal to the mean ﬂow. The former is customarily deﬁned as the free vorticity (or free vortex sheet strength), f, while the latter is known as the bound vorticity, b, as shown in Fig. 3.6. Hence, equation (3.6) may be restated as p  Vmb The distribution of  over a lifting surface of prescribed shape is uniquely determined by the following four requirements: 1. The boundary condition V  n  0 must be satisﬁed at all points on the surface.



Figure 3.4 Velocities on the upper surface, Vu, lower surface, Vl, mean velocity, Vm, difference velocity, Vd, and vortex sheet strength, , for the special case of 2D ﬂow.



2. The Kutta condition, which requires that there be no ﬂow around the trailing edge, must be imposed. 3. Kelvin’s theorem must be imposed in determining the relationship between the bound and free vorticity. 4. The trailing vortex wake must be force free. Therefore, it must consist only of free vorticity, which by deﬁnition is aligned with the local mean ﬂow. The ﬁrst two requirements are equally applicable to 2D and 3D ﬂows and are therefore familiar. The last two requirements result in a fundamental difference between 2D and 3D ﬂow. In the latter case, the bound vorticity can vary over the span, and this requires that free vorticity develop to provide for continuity of vorticity as required by Kelvin’s theorem. The latter will exist not only on the lifting surface, but must proceed into the wake, as shown in the next section. This free vortex wake must deform in order to remain force free, so that its ﬁ nal position must be determined as part of the solution to the problem. 3.2 The Strength of the Free Vortex Sheet in the Wake



The relationship between the bound vorticity on the lifting surface and the free vorticity in the wake can be derived from Kelvin’s theorem, which states that the circulation around a closed contour contained in a simply connected region of potential ﬂow is zero. This is shown in Fig. 3.7. The selected closed contour is ﬁ rst shown out in the middle of the ﬂuid, where it must have zero circulation. We now carefully move the contour over the lifting surface and wake in such a way as to avoid cutting through it. The circulation around the displaced contour must therefore remain zero (Fig. 3.7). We must now look in more detail at how the contour is placed.



Figure 3.6 General case: bound and free vorticity is present.
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Thus we see that the strength of the free vorticity is related to the spanwise derivative of the bound circulation around the hydrofoil. However, the differential ds2 must be taken in the wake, not on the hydrofoil. If the free vortex lines were to move straight back (which will be assumed subsequently in linearized hydrofoil theory), then the spanwise increment in the wake and on the hydrofoil would be the same, and this distinction would be unimportant. However, in the more general case in which deformation of the free vortex wake is allowed, equation (3.9) is an exact result. 3.3 The Velocity Induced by a Three-Dimensional Vortex Line As a ﬁ rst step in the solution of the lifting surface



Figure 3.7 Circulation path used to determine the strength of the free vorticity in the wake.



First, deﬁ ne a curvilinear s1 coordinate which begins at a point sL at the leading edge and is everywhere tangent to the mean velocity vector V m. This passes the trailing edge at some point sT and proceeds into the wake. Next, deﬁ ne an s2 coordinate with an origin at an arbitrary point in the wake, which lies in the wake and is orthogonal to the s1 coordinate. Let sW be the intersection of the s1 and s2 coordinates. Thus, sL and sT are functions of the parameter sW. Finally, deﬁ ne sE as the s2 coordinate of a point just outside the wake. We now see that the selected circulation contour starts just upstream of sL, passes over the hydrofoil to a point just above sT, follows down into the wake keeping just above the s1 coordinate, makes a left turn at the point sW, and proceeds over the wake to the point sE. The return trip is similar, except that the contour remains below the wake and the hydrofoil until it reaches the starting point at sL. The contour therefore consists of two almost closed loops that are connected by a pair of parallel curves. The circulation around the forward loop, from Stokes theorem, is 1s2  sW  



ST SL



bs1; s2  sWds1



problem just formulated, we need to be able to compute the velocity ﬁeld induced by 3D vortex sheets. As these sheets can be thought of as being composed of elementary vortex lines, we can ﬁrst determine their individual velocity ﬁeld, and then obtain the velocity induced by the entire vortex sheet by integration. The expression for the velocity induced by an arbitrary 3D vortex line is known as Biot-Savart’s law. We will start the derivation by considering a ﬂow in which the vorticity is conﬁ ned to a volume V within the ﬂuid. We wish to ﬁ nd the velocity V at a general point P (x,y,z) as illustrated in Fig. 3.8. An element of vorticity withinV is shown at the point Q (,,), and the distance vector r to the ﬁeld point P is r  x i  y j  z k r  x 2  y 2  z 2 Any vector ﬁeld whose divergence is zero everywhere and whose curl is nonzero in a portion of the ﬁeld can be expressed as the curl of a vector ﬁeld whose divergence is zero (see, for example, Newman, 1977, p. 115). Interpreting the former as the velocity, V , and the latter as the vector potential A, V   A,   A  0



The vorticity is   V . Introducing equation (3.10) and using a particular vector identity, we can express the vorticity in terms of the vector potential A   V    A    ⴢ A   ⴢ A



(3.7)



The circulation around the portion of the contour consisting of the two parallel connecting paths is zero, because it is everywhere tangent to the vorticity vector. Therefore, to keep the total circulation zero SE



2s2  sW   f s2 ds2  1s2  sW



(3.10)



(3.8)



P(x,y,z)



r



ω



V



SW



where 2 is the circulation around the second loop in the wake. The ﬁ nal result is obtained by differentiating equation (3.8) with respect to sW d SE d1 (3.9)    s ds  f sW  dsW dsW SW f 2 2
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Figure 3.8 Notation for velocity,V , at point P(x,y,z) induced by a volume distribution of vorticity (,,) contained in volumeV .
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Remembering that r is a function of (x,y,z) but s is not, the x component then becomes sz



 1  1 y   s z  (3.15) sy  sz y r3 r3 y r z r



Going through the same operation with the x component of the last form of equation (3.13) Figure 3.9 Development of a vortex line. On the left is a volume distribution of vorticity . In the middle, the volume has been put through a pasta machine to form a noodle with cross-section area da. On the right, the noodle has been turned into angel’s hair, with zero cross-sectional area and inﬁnite vorticity, but with the total circulation kept ﬁxed.



Because the divergence of A is zero, this reduces to   A 2



(3.11)



The solution of equation (3.11), which is a vector form of Poisson’s equation, is dV 1  A V r 4



The last integral can be seen to be zero as a consequence of Kelvin’s theorem, which requires that vortex lines not end in the ﬂuid. We can now roll out the volume into a long, thin vortex tube, which in the limit becomes a vortex line. As shown in Fig. 3.9, dl is a differential element of length along the vortex line and s is a unit vector tangent to the vortex. The volume integral in equation (3.12) then becomes a line integral  sdl  4 r



and the velocities may then be obtained by taking the curl of A V A
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we see that this is the same as equation (3.15), thus verifying equation (3.13). In summary, the velocity ﬁeld of a concentrated vortex line of strength G is, V
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(3.17)



which can be written out in component form as follows
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(3.12)



At this point, we can verify directly that the divergence of A is zero A



1 s r  3 r3 r



(3.13)



The latter form of equation (3.13) is known as BiotSavart’s law. The last step can be veriﬁed by working out each component. For example, the x component is i j k     sz  sy s    i… r x y z y r z r (3.14) sx sy sz r r r



 syz  szy  dl  r3 4  szx  sxz  v dl  r3 4  sxy  syx  w dl  r3 4 u



(3.18)



Equation (3.18) is particularly useful in deriving expressions for the velocity induced by particular shapes of vortex lines, as we will see later. Some comments should be made about the limits of the integral in Biot-Savart’s law. From Kelvin’s theorem, a vortex line must have constant strength and cannot end in the interior of the ﬂuid. If we are really solving for the velocity ﬁeld of a concentrated vortex, then the integral must be taken over a closed path. However, we started out this section with the observation that a vortex sheet could be considered to be made up of individual vortex ﬁlaments representing bound and free vorticity. In this case, the strengths of the vortex ﬁlaments can vary along their length, provided that the variation of bound and free vorticity is always set in such a way that Kelvin’s theorem is satisﬁed. The velocity induced by one component of the vortex distribution can still be obtained from Biot-Savart’s law, but the strength of the vortex in equation (3.17) will have to be moved inside the integral, and the contour of integration will not necessarily be closed. 3.4 Velocity Induced by a Straight Vortex Segment The velocity ﬁeld of a straight vortex segment serves as a simple illustration of the application of Biot-Savart’s law. However, it is also a very useful result because the numerical solution of more complicated geometries can be obtained by discretizing the vortex sheet into a lattice of
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x1 x2 0 dl Figure 3.10 Notation for a straight line vortex segment using a local coordinate system with the x axis coincident with the vortex and the ﬁeld point, P, located on the y axis.



straight concentrated vortex elements. The result to be derived here therefore serves as the inﬂuence function for such a computational scheme. We can simplify the analysis by choosing a coordinate system such that the vortex segment coincides with the x axis and the ﬁeld point, P, lies on the y axis, as shown in Fig. 3.10. This is not really a restriction, as one can always make a coordinate transformation to do this, and the resulting velocity vector can then be transformed back to the original global coordinate system. The vortex extends along the x axis from x1 to x2. In this case s  1, 0, 0 and r   , y, 0 and from equation (3.17) we can see immediately that u  v  0, so we only need to develop the expression for w yd   x2 wy    2 4 4 x1  y 232 
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Two limiting cases are of particular interest. For an inﬁ nitely long vortex, 1  2  0 so that wy 



(x,y)



x=0.0



0.8 0.7



x=0.5



1



-1



x



0.6



x=1.0



0.5 0.4



x=1.5



0.3 0.2 0.1 0



x=2.0 0



2



4



Radial Distance, y



6



8



Figure 3.11 Normalized velocity, 2yw(x,y)/, induced by a straight vortex segment.



The complete velocity ﬁeld is shown in Fig. 3.11 for a vortex extending along the x axis from 1 to 1. The variation in velocity with y is shown for several ﬁ xed values of x. In this plot, the velocity has been nondimensionalized by the factor /2y so that the results can be interpreted as the ratio of the velocity induced by the vortex segment to that induced by an inﬁ nite vortex of the same strength located the same distance away. Therefore, for | x|  1 the result approaches a value of unity as y becomes small. For |x|  1, the result approaches zero for small y. For large y distances away from the vortex segment, the nondimensional velocity becomes independent of x and decays as 1/ y. The dimensional velocity therefore decays as 1/ y 2 . 3.5 Linearized Lifting-Surface Theory for a Planar Foil



Where b  x  y and c  x  y . This result can also be expressed in terms of the two angles 1 and 2, which are illustrated in Fig. 3.10 2 2
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which is the correct result for a 2D vortex. For a semiinﬁ nite vortex extending from x  0 to inﬁ nity, 1   /2 and 2  0 so that the velocity is half that of an inﬁnite vortex. This result is useful in lifting line theory which we will be looking at later.



3.5.1 Formulation of the Linearized Problem We will now consider the case of a hydrofoil of zero thickness, whose surface lies very nearly in a plane that is aligned with the oncoming ﬂow. Such a surface, for example, might be exactly ﬂat but inclined at a small angle of attack with respect to the ﬂow. More generally, however, the surface may have some arbitrary distribution of camber and angle of attack. The only restrictions are that the resulting deviation of the surface from the reference plane be small and that the slopes of the surface be everywhere small. Figure 3.12 illustrates the particular notation for this problem. A Cartesian coordinate system is oriented with the positive x axis in the direction of a uniform onset ﬂow of magnitude U. The y axis is normal to U and the (x,y) plane serves as the reference surface. The tips of the hydrofoil are located at y  s /2, so that its total span is s.
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If the angle of attack is small, we can assume that cos  1 so that the chord length is essentially the same as its projection on the (x,y) plane



v u



cy  xTy xLy
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Similarly, as the angle of attack has been assumed to be small, we can write the z coordinate of a point on the surface as follows
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where z0 (y) is the elevation of the nose–tail line at x  0. 3.5.2 The Linearized Boundary Condition The exact boundary condition is that the normal component of the total ﬂuid velocity vanish at all points on the hydrofoil surface
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-s/2 Figure 3.12 Notation for a planar hydrofoil.



If the slopes of the surface are small, the unit normal vector can be approximated as



The outline, or planform, of the hydrofoil is described by the curves x  x L (y) and x  xT (y), denoting respectively the projection of the leading and trailing edges on the (x,y) plane. A section of the surface at spanwise position y is shown in Fig. 3.13. The notation is the same as for a 2D foil, as illustrated in Fig. 2.1, except that the angle of attack,  (y), and the vertical displacement of the nose– tail line, z0 (y), must be considered as part of the 3D geometry. In addition, the vertical coordinate is now z, rather than y. The angle of attack of the nose-tail line relative to the oncoming ﬂow is  (y) and the distribution of camber is denoted by the function f(x,y). The camber is measured in a direction normal to the nose– tail line, and its maximum value at any spanwise station is f0 (y). When we add thickness later, it will similarly be denoted by the function t (x,y) with a maximum value t0 (y) at each spanwise location. The thickness function will then be added at right angles to the camber line, with t /2 projecting on each side. Finally, the chord length c (y) is the length from the leading to the trailing edge measured along the nose–tail line.
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Figure 3.13 Cut-through foil section at ﬁxed spanwise location, y.
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The ﬂuid velocity can be expressed as the sum of the oncoming ﬂow U and a disturbance velocity ﬁeld with components (u,v,w). The total velocity is therefore V  U  ui  vj  wk and its dot product with the normal vector is V  n U  u



z zs v s w x y



(3.20)



If the camber and angle of attack is small, we can expect that the disturbance velocities will be small compared with the oncoming ﬂow. We can therefore eliminate the products of small quantities in equation (3.20) to obtain the ﬁnal form of the linearized boundary condition w U



zs on z  0 x



(3.21)



Note that the boundary condition is satisﬁed on the reference plane z  0 rather than on the actual surface, which is the same approximation as was made for linearized 2D theory. It is important to note that equation (3.21) does not involve the slope of the surface in the spanwise direction, and actually looks just like the boundary condition for 2D ﬂow. This is not the result of any assumption that the spanwise slopes are smaller than the chordwise ones, but follows from the assumption that the predominant velocity is in the chordwise direction. 3.5.3 Determining the Velocity The next step is to determine the vertical component of the disturbance velocity induced by the bound and free vortices representing the hydrofoil and its wake. If the disturbance velocities are small, we can assume that the mean inﬂow is equal in magnitude and direction to the oncoming ﬂow. This means, in particular, that the bound vorticity will be
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oriented in the y direction, and that the free vorticity will be oriented in the x direction. The vortex sheets are projected onto the (xy) plane, and the trailing vortex wake will consist only of semi-inﬁ nite straight vortices extending downstream in the x direction from the trailing edge. It is important to remark at this point that this assumption regarding the wake does not conform to reality even for hydrofoils that have small angles of attack and camber. The planar-free vortex sheet we are assuming is actually unstable, and its outboard edges tend to roll up and form concentrated tip vortices. While this is a matter of concern in many applications (as we shall see subsequently in looking at marine propellers), it is fortunately not of great importance to the problem at hand. The reason is that the velocity induced at points on the lifting surface by an element of free vorticity in the distant wake is both small and insensitive to its precise position. An expression for the velocity induced at a point (x,y,0) on the projection of the hydrofoil surface by the bound vorticity b can be obtained directly from equation (3.18) wbx, y, 0  
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r  x 2  y 2  zs 2 but because linear theory projects everything onto the (xy) plane, this reduces to



1 s2  f , y  dd  c r3 4 s2 xL







Note that in this case the upper limit of the  integration is not the trailing edge, but extends to inﬁ nity downstream. 3.5.4 Relating the Bound and Free Vorticity The relationship between the bound and free vorticity can be obtained using the same approach as was used in Section 3.2. However, things are now simpler, because the s1 and
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Differentiating equation (3.24) with respect to y, keeping in mind that the lower limit of the ﬁ rst integral is a function of y, we obtain an expression for the free vorticity at any point within the hydrofoil, f x, y  bxL, y
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The ﬁ rst term in equation (3.25) can be interpreted as the bound vorticity that runs into the leading edge being turned 90 degrees to become free vorticity. For example, if a hydrofoil had constant bound vortex strength over its surface, the second term in equation (3.25) would be zero, and the only source of free vorticity on the hydrofoil would be due to the ﬁ rst term. If the point x moves downstream of the trailing edge, equation (3.24) becomes xT y xLy



(3.23)
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The velocity induced by the free vorticity can be developed from equation (3.17) in the same way, giving the result w f  x, y, 0 



s2 coordinates in Fig. 3.7 are now just the x and y coordinates. If we chose a circulation path as shown in Fig. 3.14, where the two connected loops almost touch the hydrofoil at the point (x,y), it is evident from Stokes’ theorem that x



Here  and  are dummy variables corresponding to x and y. The integral over the span is in the direction of the elementary bound vortex lines, as in equation (3.17), while the integration in the chordwise direction of the continuous vortex sheet is equivalent to the total circulation of a concentrated vortex line. As the denominator in equation (3.22) vanishes when x   and y  , the integral is singular. The singularity is of the Cauchy principal value type, which we saw earlier in the solution of the 2D problem. The exact distance vector, r, from an element of vorticity on the hydrofoil surface located at (,,s) to another point on the surface (x,y,z s) where we want to calculate the velocity has a magnitude
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Figure 3.14 Circulation contours to get free vorticity on the foil.
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which looks almost the same, except that the upper limit of the ﬁrst integral is now also a function of y. Differentiation with respect to y therefore results in one additional term f y  bxL, y
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(3.27)



dx d bxT , y T  dy dy Thus, the free vorticity in the wake is independent of x and depends only on the spanwise derivative of the total bound circulation around the hydrofoil. This result agrees with the more general result given in equation (3.9).
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The formulation of the linearized planar hydrofoil problem is now complete. The boundary condition given in equation (3.21) relates the geometry and angle of attack of the hydrofoil to the vertical component of the induced velocity. The latter is related to the bound and free vorticity by equations (3.22) and (3.23). Finally, the free vorticity is related to the bound vorticity by equations (3.25) and (3.27). Thus, the relationship between the hydrofoil geometry and its bound vortex distribution is established. Finally, the distribution of pressure jump across the lifting surface (which is commonly referred to as the load distribution) is directly related to the bound vorticity from equation (3.6). If we are given the geometry and angle of attack, we can solve for the load distribution using the above equations. As the unknown bound vortex distribution appears inside an integral in this case, we must solve an integral equation. This is known as the analysis problem. On the other hand, if we are given the load distribution, the quantities inside the integrals are known, and we can obtain the slope of the hydrofoil section directly by integration. One more integration is then required to get the actual shape of the hydrofoil from the slope of its surface. This is known as the design problem. While this is simple enough in principle, the problem is complicated by the fact that the integrals in either case are singular, and no closed form solution exists even for this linearized problem. One must therefore resort to numerical procedures, or to a combination of analytical and numerical techniques to solve the problem. Before we get into this, we will develop expressions for the overall lift and drag forces on a hydrofoil, which can be done analytically. 3.6 Lift and Drag The resultant force per unit span on a section at spanwise location y can be resolved into components Fz (y) in the z direction and Fx (y) in the x direction. The force in the z direction, being at right angles to the direction of the oncoming ﬂow, as we saw earlier in looking at 2D ﬂow, is termed lift, while the force in the x direction is termed drag. In a real ﬂuid, the drag force consists of a contribution due to viscous stresses on the surface of the hydrofoil and a contribution due to the presence of the trailing vortex system. The latter is termed induced drag and is the only component of drag considered in our present inviscid analysis. In the case of 2D ﬂow, there is no free vorticity, and hence, no induced drag. We can derive the force acting on a section by applying the momentum theorem to a control volume of inﬁ nitesimal spanwise extent dy extending to inﬁ nity in the x and z directions, as shown in Fig. 3.15. The force in the z direction is (3.28) Fzy y   wV  n dS S



where the integral is taken over all surfaces of the control volume. The contributions of the top, bottom, and front surfaces to equation (3.28) can be seen to be zero, because the velocity at large distances decays at a faster rate than the
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Figure 3.15 Control volume for momentum analysis for lift.



area increases. The contribution of the sides is also zero due to the fact that w is an even function of z while V  n is odd. This leaves the ﬂux of momentum through the aft surface. As this is far from the hydrofoil, the velocity induced by the bound vorticity goes to zero. The only induced velocity is that due to the free vortices, which has no component in the x direction. Thus, the momentum ﬂux is Fzy y  U 







(3.29)
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Because we are inﬁ nitely far downstream, the velocity induced by the free vortices appears as that due to a sheet of vortices of inﬁ nite extent in the x direction  y  1 s2 w, y, z  d (3.30)  s2   y 2  z2 2 Combining equations (3.29) and (3.30) and reversing the order of integration gives the result
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z y  dz  tan 1 y  y 2  z2



(3.32)



which is simple enough, except that we have to be careful in evaluating the limits. As z →  the inverse tangent becomes  /2 depending on the sign of z and y . The safe way is to break up the spanwise integral into two intervals, depending on the sign of y  Fzy  
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which leads us to the ﬁ nal result Fzy  
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(3.34) 
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because (s /2)  ( s /2)  0. Thus, the total lift force on a section is the same as that which would result if the distribution of bound circulation over the chord were concentrated in a single vortex of strength (y). We cannot use the same control volume to determine the drag, because x directed momentum is convected across the sides of the control volume, and we would need to know more about the details of the ﬂow to calculate it. However, we can determine the total induced drag by equating the work done by the drag force when advancing the hydrofoil a unit distance to the increase in kinetic energy in the ﬂuid. For this purpose, we can make use of Green’s formula E 
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(3.35)



to determine the kinetic energy, E, in the ﬂuid region bounded by the surface S. In equation (3.35),  is the velocity potential and n is a unit normal vector directed outward from the control volume, as illustrated in Fig. 3.16. The contribution to the integral in equation (3.35) from all the surfaces except for those cut by the free vortex wake is zero as the outer boundaries move to inﬁ nity. On the inner surface, the normal derivative of the velocity potential is w (,y,0) on the upper portion, and w (,y,0) on the lower portion. The jump in potential (u  l) is equal to the circulation  (y) around the hydrofoil at spanwise position y. The kinetic energy imparted to the ﬂuid as the foil advances a unit distance in the x direction is the induced drag, Fxinduced. This, in turn, can be equated to the total
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kinetic energy between two planes far downstream separated by unit x distance, 
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(3.36) 
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We can relate this to the velocity ﬁeld near the hydrofoil as follows. Suppose that the total bound circulation were concentrated on a single vortex line coincident with the y axis, as shown in Fig. 3.17. The velocity w (0,y,0) induced by the free vortices would be half the value induced at inﬁ nity, as shown earlier. Deﬁ ning a downwash velocity18 w*y  w0, y, 0 equation (3.36) becomes induced
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(3.37)



The total induced drag force is therefore the same as that which would result if the resultant force on each spanwise section were normal to the induced inﬂow velocity, V *(y), as shown in Fig. 3.18. Here, V *(y) is the resultant of U and w*(y), and F (y) is the resultant of the lift Fz (y) and the induced drag Fx (y). 18



Figure 3.16 Control volume for kinetic energy far downstream.



“Downwash” is the nomenclature used by the aerodynamic community, because when the lift on an airplane wing is upward, the resulting w* is downward. Note that herein, w* is deﬁ ned positive upward.
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sical method of Glauert (1947). It will be evident that the approach is very similar to the method used by Glauert to ﬁnd the velocity induced by a 2D vortex distribution. Once this is done, expressions for the lift and induced drag can be obtained from the results of the preceding section. We ﬁ rst deﬁ ne a new spanwise variable, y, which is related to the physical coordinate y as follows
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(3.38)



so that y  0 when y  s /2 and y   when y  s /2. The spanwise distribution of circulation is assumed to be represented by the following sine series in y, 
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V*(y) w*(y) (shown negative) Figure 3.18 Interpretation of lift and drag in terms of local ﬂow at a lifting line.



A simple interpretation of this result follows from a consideration of the ﬂow ﬁeld seen by a small bug traveling on the concentrated vortex at spanwise position y. The ﬂow appears to be 2D to the bug, but with an inﬂow represented by V * rather than U. Hence the force, from Kutta-Joukowski’s law, is at right angles to the local ﬂow, and therefore has components in both the lift and drag directions. There is one danger in this interpretation. It would appear from equation (3.37) that we have determined the spanwise distribution of induced drag, yet Green’s formula for kinetic energy is a global result. The answer to this paradox is that the integrand of equation (3.37) only represents the local force if the foil is really a straight lifting line, which allowed us to relate the downwash to the value of w at inﬁnity. This spanwise distribution of induced drag is also reasonably correct for straight, high–aspect ratio foils. But if the foil is swept, the actual spanwise distribution of induced drag can be completely different, yet the total drag will be correctly predicted by equation (3.37). Thus, the spanwise distribution of lift, and the total induced drag, of a hydrofoil is a function only of its spanwise distribution of circulation. The planform of the foil, and its chordwise distribution of circulation, has no effect on these quantities. This is a direct consequence of the linearizing assumptions made, particularly with regard to the position of the free-vortex wake. Nevertheless, predictions of lift and drag made on this basis are generally in close agreement with measurements except in cases where extreme local deformation of the free vortex sheet occurs. Lifting line theory is therefore an extremely useful preliminary design tool for foils of arbitrary planform as it will tell us how much we have to pay in drag for a prescribed amount of lift. In order to do this, we need to know how to calculate w*(y) as a function of the circulation distribution (y). Read the next section to ﬁnd out! 3.7 Lifting Line Theory



3.7.1 Glauert’s Method We will now develop an expression for the velocity w*(y) induced on a lifting line by the free vortex sheet shed from an arbitrary distribution of circulation (y) over the span. We will follow the clas-
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which has the property that   0 at the tips for any values of the coefﬁcients a n. The free vortex strength is then obtained by differentiating equation (3.39) with respect to y f y  
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The velocity w*(y) can now be expressed as an integral over the span, keeping in mind that the velocity induced by the semi-inﬁ nite free vortices is simply half of the 2D value s2
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Introducing equation (3.40) into equation (3.41) and deﬁ ning a dummy spanwise variable , as in equation (3.38), s   cos 2
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we can obtain the ﬁnal result for w*(y) 
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larger and more oscillatory velocity distributions. Note that the velocity given in equation (3.43) is indeterminate at the tips, where sin y  0, but that it can easily be evaluated, giving the result that w*/U  n2a n. The fact that the velocity at the tips induced by each term in the series grows quadratically with n has important practical consequences, which we will discuss later. At this point, the total force in the z direction can be found



a1



Circulation, Γ(y)/2Us



0.75



a2



0.5



a3



0.25



a4



0



s2



s2







Fz 



Fzydy  U



 s2



-0.25



 ydy



 s2











 U 2s 2   an sinny sinydy



-0.5



(3.45)



0 n1







U 2s2a1 2 which is seen to depend only on the leading term in the assumed series for the spanwise distribution of circula-1 -0.5 -0.25 0 0.25 0.5 tion. The remaining terms serve to redistribute the lift Spanwise position, y/s over the span, but do not affect the total. Figure 3.19 Plot of ﬁrst four terms of Glauert’s circulation series. The total induced drag force can now be computed from the formula obtained in the previous section The last step in equation (3.43) makes use of Glaus2 ert’s integral, which we saw before in the solution of the (3.46) Fx   w*yydy 2D foil problem s2 
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Figure 3.19 shows the ﬁ rst four terms of the Glauert series for the spanwise distribution of circulation, while Fig. 3.20 shows the resulting induced velocity. Note that the leading term produces a constant velocity of 1 over the span, while the higher terms produce progressively



which can be accomplished by substituting equations (3.39) and (3.43) into (3.46). As this involves the product of two series, two summation indices are required. Noting that all but the diagonal terms in the product of the two series vanish on integration, (0,), the steps necessary to obtain the ﬁnal result are as follows 
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U 2s2  nan 2 n1 It is instructive to extract the leading coefﬁcient in the circulation series and to express it in terms of the total lift force Fz from equation (3.45)
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Figure 3.20 Plot of velocity induced by ﬁrst four terms of Glauert’s circulation series.
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Thus, we see that the reciprocal of the term in brackets is a form of efﬁciency which is maximized when a n  0 for n  1. The presence of higher terms in the circulation series does not change the lift, but increases the drag. The optimum spanwise distribution of circulation is therefore one in which the lift is distributed as sin y, or in physical coordinates, as an ellipse. For a ﬁ xed spanwise distribution of lift, equation (3.48) shows that induced drag is directly proportional to the square of the total lift, inversely proportional to the square of the speed, and inversely proportional to the square of the span. This result is frequently presented in terms of lift and drag coefﬁcients based on planform area. This requires the introduction of a nondimensional parameter A called aspect ratio, which is the ratio of the span squared to the area, S, of the hydrofoil s2 (3.49) A S Deﬁning the total lift and induced drag coefﬁcients as, Fz CL  1
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While equation (3.51) is more concise, it can lead to the erroneous conclusion that increasing aspect ratio always reduces induced drag. It does reduce induced drag if the increase in aspect ratio is achieved by increasing the span. However, if it is achieved by keeping the span ﬁ xed and reducing the chord, equation (3.48) shows that the drag is the same. The confusion is caused by the fact that if the area is reduced, the lift coefﬁcient must be increased in order to obtain the same lift. Therefore, in this case both the lift and drag coefﬁcients increase, but the dimensional value of the drag remains the same. 3.7.2 Vortex Lattice Solution for the Planar Lifting Line We saw in the previous section that Glauert’s analytical solution for the 2D foil could be replicated with high precision by a discrete VLM. It is therefore reasonable to expect that the same success can be achieved with a vortex lattice lifting line method. In both cases, the motivation is obviously not to solve these particular problems, but to “tune up” the vortex lattice technique so that it can be applied to more complicated problems for which there is no analytical solution. As illustrated in Figure 3.21, the span of the lifting line is divided into M panels, which may or may not be equally spaced, and which may be inset a given distance from each tip.19 The continuous distribution of circulation over the span is considered to be replaced by a stepped distribution that is constant within each panel. The value of the circulation in each panel is equal to the value of the continuous distribution at some selected
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19 The optimum tip inset is not at all obvious at this point, but it will be addressed later.
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Figure 3.21 Notation for a vortex lattice lifting line. In this case, there are eight uniformly spaced panels, with a quarter panel inset at each end.
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value of the y coordinate within each panel. The induced velocity will be computed at a set of control points. The coordinate of the control point in the nth panel is yc (n), and the corresponding circulation is (n). Because the circulation is piecewise constant, the free vortex sheet is replaced by a set of concentrated vortex lines shed from each panel boundary, with strength equal to the difference in bound vortex strength across the boundary. This is equivalent to replacing the continuous vortex distribution with a set of discrete horseshoe vortices, each consisting of a bound vortex segment and two concentrated tip vortices. The y coordinate of the panel boundaries, which are then the coordinates of the free vortices, will be denoted as yv (n). If there are M panels, there will be M  1 free vortices. The velocity ﬁeld of this discrete set of concentrated vortices can be computed very easily at points on the lifting line, because the singular integral encountered in the continuous case is replaced by the summation w*ycn  wn* 



The lift and induced drag can now be written as sums of the elementary lift and drag forces on each panel Fz  U
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Equation (3.52) can represent the solution to two different types of problems. The ﬁ rst is the design problem, where the circulation distribution ( y), and hence the total lift, is given. We can use equation (3.52) directly to evaluate w *, and we can then use equation (3.55) to obtain the induced drag. We will also see later that the downwash velocity is an important ingredient in establishing the spanwise distribution of angle attack required to achieve the design circulation. The second is the analysis problem where we are given the spanwise distribution of downwash, w *, and we wish to determine the circulation distribution. If we write down equation (3.52) for M different control points yc (1). . .yc (n). . .yc (M ), we obtain a set of simultaneous equations where wn,m is the coefﬁcient matrix, w * is the right-hand side, and is the unknown. Once is found, we can obtain both the lift and the drag from equations (3.54) and (3.55). The remaining question is how to determine the optimum arrangement of vortex and control points. While much theoretical work in this area has been done, right now we will use a cut and dry approach. This is facilitated by a simple FORTRAN95 program called HVLL,
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where wn,m is the velocity induced at the control point yc (n) by a unit horseshoe vortex surrounding the point yc (m). As the bound vortex segment of the horseshoe does not induce any velocity on the lifting line itself, the inﬂuence function wn,m consists of the contribution of two semi-inﬁ nite trailing vortices of opposite sign wn, m 
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However, it is clear that the resulting velocity will not be accurate for all values of y. In particular, the velocity will become  as yc is moved past any of the vortex coordinates yv. Nevertheless, our intuition says that the result might be accurate at points that are more or less midway between the vortices. Our intuition is correct, as illustrated in Fig. 3.22, which shows the distribution of induced velocity w*(y) for an elliptically loaded lifting line using 10 equally spaced panels inset one quarter panel from each tip. The velocity has been computed at a large number of points within each panel, and one can clearly see the velocity tending to  near each of the panel boundaries. The velocity can obviously not be calculated exactly on the panel boundaries, so what is shown in the graph is a sequence of straight lines connecting the closest points computed on each side. Also shown in Fig. 3.22 is the exact solution for the induced velocity, which in this case is simply a constant value w*(y)/U  1. The numerical solution does not look at all like this, but if you look closely, you can see that the numerical values are correct at the midpoints of each of the intervals. We would therefore get the right answer if we chose the midpoints of each interval as the control points.
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Figure 3.22 Spanwise distribution of velocity induced by a vortex lattice. The spacing is uniform with 10 panels and 25% tip inset. Due to symmetry, only half the span is shown.
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Figure 3.23 Comparison of vortex lattice and exact results for an elliptically loaded lifting line with a1  1.0. The solution was obtained with eight panels using uniform spacing with zero tip inset.



which calculates both the exact and the numerical values of the induced velocity, total lift, and total induced drag for a circulation distribution deﬁ ned by any speciﬁed number of Glauert coefﬁcients aj. The design problem is ﬁ rst exercised by calculating the numerical approximation to the downwash induced by the speciﬁed circulation distribution. The analysis option is then exercised by calculating the numerical approximation to the circulation starting from the exact downwash associated with the originally speciﬁed circulation distribution. In both cases, the total lift and induced drag can be computed and compared with the exact values. Thus, the accuracy of a given lattice arrangement and the convergence of the method with increasing numbers of panels can be studied. The simplest arrangement consists of equally spaced panels with no tip inset and with the control points at the midpoint of each panel. This scheme will be demonstrated for the simple case of elliptical loading, where the exact downwash is a constant. The results for M  8 panels is shown in Fig. 3.23. Here we see that the predicted circulation distribution has the correct shape, but is uniformly too high. The numerical result for the downwash is quite good in the middle of the span, but gets worse at the tips. Table 3.1 shows the effect of number of panels on the computed forces. For example, if the circulation is specified, the error in predicted lift is 1.3% with 8 panels and reduces to 0.1% with 64 panels. However, the error in drag is much greater, ranging from 10.1% with 8 panels to 1.3% with 64 panels.



On the other hand, if the downwash is specified, the computed lift and drag is in error by about the same amount, ranging from 12.5% with 8 panels to 1.6% with 64 panels. While this might not seem too bad, it is easy to get much better results without any extra computing effort. The problem with the tip panel is that the strength of the free vortex sheet in the continuous case has a square root singularity at the tips, which is not approximated well in the present arrangement. Figure 3.24 and Table 3.2 shows what happens if the tip panels are inset by one quarter of a panel width. Now the induced velocity in the tip panel is much better (but still not as good as for the rest of the panels), and the error in forces is around 1% for 8 panels, and 0.1% or less for 64 panels. One can explore the result of changing the tip inset and ﬁ nd values that will either make the



Table 3.1. Convergence of Vortex Lattice Lifting Line with Constant Spacing and 0% Tip Inset Constant Spacing—Zero Tip Inset Percent Errors in Vortex Lattice Predictions for Fz, Fx, and Fx/(Fz)2 Given (y)
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Figure 3.24 Comparison of vortex lattice and exact results for an elliptically loaded lifting line with a1  1.0. The solution was obtained with eight panels using uniform spacing with 25% tip inset.



induced velocity at the tip, the total lift, or the induced drag correct. However, no single value will be best for all three. Thus, a tip inset of one quarter panel is considered to be the best. A proof that a quarter panel inset is correct in the analogous situation of the square root singularity at the leading edge of a 2D ﬂat plate was published by James (1972). Another possible spacing arrangement is motivated by the change in variables used by Glauert in the solution of the lifting line problem. We saw that this arrangement worked very well for the 2D problem. In this case, the vortices and control points are spaced equally in the angular coordinate y. This arrangement is called cosine spacing, and the equations for yv (n) and yc (n) can be found in the code. In this case, no tip inset is required. Proofs that this arrangement is correct may be found in Lan (1974) and Stark (1970).



Table 3.2. Convergence of Vortex Lattice Lifting Line with Constant Spacing and 25% Tip Inset Constant Spacing—25% Tip Inset Percent Errors in Vortex Lattice Predictions for Fz, Fx, and Fx/(Fz)2 Given (y)
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Figure 3.25 and Table 3.3 shows what happens when cosine spacing is used with eight panels, but where the control points are located midway between the vortices, as is the case with constant spacing. Figure 3.26 is an illustration of how a fast computer can make up for a certain amount of human stupidity. Using 64 panels, the predicted circulation looks quite good, although it is still a little high. The downwash is again accurate over a lot of the midspan, but the results at the tips are even more of a disaster. Increasing the number of elements localizes the problem, but the computed values at the tip are still way off. Despite this, the total forces seem to be converging with an error of around 2% with 64 elements. Fortunately this is not the real cosine spacing, and it is included as a cautionary tale for numerical hackers. In real cosine spacing, the control points are mapped with the same cosine transformation as the vortices (Table 3.4). They are therefore not in the middles of the intervals, but are biased towards the tips. Figure 3.27 results shows that this arrangement is extremely accurate, even with eight panels. Note, in particular, that the lift and drag obtained from the circulation found by specifying w* is exact, and that the ratio of drag to lift squared, Fx / Fz2 is exact for any number of panels. All of the examples considered so far are for elliptical loading. The remaining two ﬁgures show the results of adding an additional coefﬁcient with a value of a 3  0.2 to the Glauert series for the circulation. This unloads the tips (which may be desired to delay tip vortex cavitation inception), producing large upward induced velocities in the tip region and increase in the
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Figure 3.25 Comparison of vortex lattice and exact results for an elliptically loaded lifting line with a1  1.0. The solution was obtained with eight panels using cosine spacing with central control points.



induced drag. Figure 3.28 shows the results obtained using “good” cosine spacing with eight panels. The results are extremely close to the exact value, although a small discrepancy is visible in the graph. Figure 3.29 shows the same case calculated with 32 panels. The results now appear to be right on top of the exact results. In addition, the increased number of panels provides much better resolution of the behavior of the circulation and downwash near the tips. 3.7.3 The Prandtl Lifting Line Equation Our discussion of lifting line theory so far has addressed the question of relating the spanwise distribution of circulation to the downwash, lift, and induced drag. In addition, we have found the spanwise distribution of circulation, which minimizes the induced drag. Lifting line theory, by itself, does not provide any way of determining the lift generated by a particular foil shape, since the details of the ﬂow over the actual Table 3.3. Convergence of Vortex Lattice Lifting Line with Cosine Spacing and Central Control Points Constant Spacing—Central Control Points Percent Errors in Vortex Lattice Predictions for Fz, Fx, and Fx/(Fz)2 Given (y)



Panels



Given w*(y)



8



1.1



 12.1



 14.0



15.2



15.2



 13.2



16



0.3



 6.9



 7.4



7.7



7.7



 7.1



32



0.1



 3.6



 3.8



3.9



3.9



 3.7



64



0.0



 1.9



 1.9



1.9



1.9



 1.9



surface are completely lost in the idealization of a lifting line. While the lifting surface equations developed earlier will provide the means to solve this problem, a simpler alternative exists if the aspect ratio of the foil (the ratio of the span to the mean chord) is high. This idea was originated by Prandtl (Prandtl & Tietjens, 1934), who reasoned that if the aspect ratio is sufﬁciently high, the foil section at a given spanwise position acts as though it were in a 2D ﬂow (remember the near-sighted bug), but with the inﬂow velocity altered by the downwash velocity obtained from lifting line theory. The solution to the problem of analyzing the ﬂow around a given foil then requires the solution of two coupled problems: a local 2D problem at each spanwise position and a global 3D lifting line problem. This idea was formalized many years later by the theory of matched asymptotic expansions where the solution to the wing problem could be found in terms of an expansion in inverse powers of the aspect ratio. The matched asymptotic solution may be found in Van Dyke (1975), but we will only present Prandtl’s original method here. First recall that the sectional lift coefﬁcient, CL , is Fzy 2y CLy   (3.56) Ucy 1



U 2cy 2 where c (y) is the local chord as illustrated in Fig. 3.12. To keep things as simple as possible for the moment, let us assume that the foil sections have no camber. Then, if the ﬂow were 2D, the lift coefﬁcient at spanwise position y would be CLy 
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Figure 3.26 Comparison of vortex lattice and exact results for an elliptically loaded lifting line with a1  1.0. The solution was obtained with 64 panels using cosine spacing with central control points.



Following Prandtl’s theory, equation (3.57) can be modiﬁed to account for 3D effects by reducing the angle of attack by the induced angle CLy 
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Both the circulation and the downwash w* can be expressed in terms of the coefﬁcients in Glauert’s expansion, from equations (3.39) and (3.43). Equation (3.58) then becomes CLy 
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2n 1  2 n  U Ucn



M







wn,m



m



m1



(3.60)



n 1, … M



Table 3.4. Convergence of Vortex Lattice Lifting Line with Cosine Spacing and Cosine Control Points
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Equation (3.59) must hold for any spanwise position y along the foil. Given a distribution of chord length c (y) and angle of attack  (y), we can ﬁ nd the ﬁ rst M coefﬁcients in the Glauert expansion for the circulation by satisfying equation (3.59) at M spanwise positions. The solution will presumably become more accurate as M is increased. Another alternative is to go back to equation (3.58) and use a VLM to solve for discrete values of the circulation. Because equation (3.52) gives us the downwash, w* at the nth panel as a summation over the M panels, we obtain the following set of simultaneous equations for the M unknown vortex strengths n
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Both methods work well, but are approximations, as the results depend either on the number of terms retained in the Glauert series or on the number of panels used in the vortex lattice. An exact solution to equation (3.59) can be obtained by inspection in the special case that the chord distribution is elliptical and the angle of attack is constant. If we deﬁ ne c0 as the chord length at the midspan, we can write the chord length distribution as cy  c0
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Figure 3.27 Comparison of vortex lattice and exact results for an elliptically loaded lifting line with a1  1.0. The solution was obtained with eight panels using cosine spacing with cosine control points.



which has a projected area S  c0s /4 and an aspect ratio A  s2 /S  4s /(c0). Before introducing this chord length distribution in (3.59), we must transform it into the y variable using equation (3.38) cy  c0 sin y



Equation (3.59) then becomes 
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Figure 3.28 Comparison of vortex lattice and exact results for a tip-unloaded lifting line with a1  1.0 and a3  0.2. The solution was obtained with eight panels using cosine spacing with cosine control points.
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Figure 3.29 Comparison of vortex lattice and exact results for a tip-unloaded lifting line with a1  1.0 and a3  0.2. The solution was obtained with 32 panels using cosine spacing with cosine control points.



but this equality can only hold if the circulation distribution is elliptical (i.e., if a n  0 for n  1). In this case, the local lift coefﬁcient, CL (y) and the total lift coefﬁcient C  Aa1 are equal, and equation (3.63) reduces to CLy  CL 
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This remarkably simple formula captures the essential role of aspect ratio controlling the rate of change of lift with angle of attack. As the aspect ratio approaches inﬁ nity, the lift slope approaches the 2D value of 2. As the aspect ratio becomes small, the lift slope approaches zero. This result is plotted in Fig. 3.30, together with accurate numerical results obtained from lifting surface theory and with results obtained from the theory of matched asymptotic expansions (VanDyke, 1975). An amazing attribute of Prandtl’s theory as applied to an elliptical wing is how well it works even for low aspect ratios. Of course, if you look closely at Fig. 3.30, you can see that Prandtl’s theory always over-predicts the lift, and that the percent error increases with decreasing aspect ratio. Another important observation is that, even at an aspect ratio of A  8, the lift slope is substantially below the 2D value of 2. The three curves labeled 2nd approx., 3rd approx., and modiﬁ ed 3rd approx. are a sequence of solutions obtained from the theory of matched asymptotic expansions. The ﬁ rst of these looks almost like Prandtl’s result, namely CLy  CL  21 2 A



(3.65)



which is a little more accurate for high aspect ratios, but falls apart for low aspect ratios. Note that it predicts that a foil with an aspect ratio of 2 will have zero lift at all angles of attack! The higher order matched asymptotic approximations remain accurate for progressively lower values of aspect ratio. Figure 3.31 shows the application of Prandtl’s equation to determine the effect of planform taper on circulation distribution. As expected, the circulation near the



Figure 3.30 Lift slope, dCL/d, of an elliptic wing as a function of aspect ratio, A. (From Van Dyke, 1975; reprinted by permission of Elsevier Publications.)
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entire foil is changed by a constant amount (say due to some different operating condition). However, in the latter case, a constant increment in angle of attack will introduce a spanwise variation in the quantity  (y) 0L (y). In that case, elliptical loading will only be generated at one particular angle of attack.
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Figure 3.31 Effect of planform shape on spanwise distribution of circulation obtained from Prandtl’s lifting line equation. The foils all have an aspect ratio of A  4 and are at unit angle of attack.



tips decreases (and the circulation at the root increases) as the ratio of tip chord to root chord, ct /cr, is decreased. Before leaving our discussion of Prandtl’s lifting line equation, let us consider what happens if the foil sections have camber. As the coupling between 3D lifting line theory and a local 2D ﬂow is based on the total lift at each spanwise section, it does not matter whether the lift is generated by angle of attack, camber, or some combination of the two. We can therefore generalize equation (3.57) by including the 2D angle of zero lift of the local section, 0L (y) 2y (3.66)  2y 0Ly Ucy For a section with positive camber, the angle of zero lift is generally negative, thus increasing the lift in accordance with equation (3.66). All we have to do is replace  (y) with  (y) 0L (y) in equations (3.58) and (3.59) to treat the general case of cambered sections. It is also easy to include real ﬂuid effects by replacing the 2D lift slope of 2 and the theoretical angle of zero lift with experimentally determined values. In this way, the results of 2D experiments can be applied to 3D ﬂows, provided that the aspect ratio is high. For the special case of an elliptical foil, the spanwise distribution of circulation will be elliptical if  (y) 0L (y) is constant over the span. This can be achieved, for example, by having both the angle of attack and the zero lift angle constant over the span, or by some combination of the two whose difference is constant. In the former case, the spanwise distribution of lift will remain elliptical if the angle of attack of the CLy 



3.8.1 Exact Results The solution of the linearized problem of a planar foil involves the solution of a singular integral equation whose main ingredients are given in equations (3.22), (3.23), and (3.25). We would expect that an analytical solution could be found in the simple case of a rectangular planform and with zero camber, yet this is unfortunately not the case. Tuck (1991) developed highly accurate numerical solutions for this case by a combined analytical/numerical approach which involved an extrapolation of the error obtained by different levels of discretization. In particular, Tuck found that the lift slope of a square (aspect ratio A  1.0) foil is CL (3.67)  1.460227  with a conﬁdence of “about” 7 ﬁgures. Obviously, this degree of accuracy is of no practical value, but it is important to have exact solutions for speciﬁc cases to test the accuracy of numerical methods. For example, if you are examining the convergence of a numerical method as a function of panel density, you might be misled if the “exact” value that you are aiming for is even slightly off. A large number of investigators have published values for the lift slope of a ﬂat, circular wing (a ﬂying manhole cover) over the time period from around 1938–1974. Their values range from 1.7596 to 1.8144, with several agreeing on a value of 1.790. None of these are closed form analytic solutions and some of the differences can be attributed to insufﬁcient numbers of terms used in series expansions. But in 1986, Hauptman and Miloh obtained an exact solution based on a series expansion of ellipsoidal harmonics. In particular, they were able to derive the following simple equation for the lift slope of a circular wing CL 32 (3.68)   1.790750 8  2  and also obtained a somewhat more complicated equation for the lift slope of any elliptical planform. To our knowledge, no other exact solutions exist. However, these two results are extremely valuable in validating the VLM, which we will explore in the next section. 3.8.2 Vortex Lattice Solution of the Linearized Planar Foil We would obviously not have gone to all the trouble of developing the vortex lattice solution for the 2D foil and for the planar lifting line if we had not anticipated putting these two together to solve the lifting surface problem. This can be done very simply in the case of a rectangular foil, as shown in Fig. 3.32.
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2 m=1 n=1 3 N 2 Figure 3.32 Notation for a vortex lattice solution for a rectangular foil.



As in 2D ﬂow, the chord of the foil is divided into N cosine spaced panels, with concentrated vortex lines and control points spaced in accordance with equation (2.92). Similarly, the span of the foil is divided into M cosine spaced panels as was done in the development of vortex lattice lifting line theory. Each concentrated bound vortex element of strength  nm is combined with a pair of free vortices of strength  extending downstream to inﬁ nity, thus forming a horseshoe vortex element. If we let i,j denote the chordwise and spanwise indices of a control point, then the vertical velocity at a particular control point will be N



wij  



M







(3.69)



wnm,ij



nm



n1 m1



where wnm,ij is the horseshoe inﬂuence function, which is deﬁ ned as the vertical velocity at the (i,j )th control point induced by a horseshoe vortex element of unit strength centered at the (n,m)th grid point. Each horseshoe consists of three straight vortex segments, whose velocity at any control point position can be obtained from equation (3.19).



32 Spanwise Panels 16 Chordwise Panels



Figure 3.33 Vortex lattice grid for a rectangular foil with aspect ratio A  2. In this example, there are 32 spanwise and 16 chordwise panels. The plot on the upper right is an enlargement of the starboard tip near the trailing edge.



From the linearized boundary condition



w z  s U x we can form a set of N M simultaneous equations for the N M unknown vortex strengths nm. Once the circulation strengths are known, we can obtain the spanwise distribution and total value of lift using the same equations as in vortex lattice lifting line theory. Figure 3.33 shows the vortex lattice arrangement for a foil with aspect ratio A  2.0 using a relatively ﬁne grid, with 32 spanwise and 16 chordwise panels. Note that the panels near the leading and trailing edges at the tip are extremely small. Table 3.5 shows the computed lift slope for a foil with aspect ratio A  1.0 using a systematically reﬁ ned grid ranging from N  1 to N  128 panels in the chordwise direction and M  4 to M  128 panels in the spanwise direction. The ﬁ nest grid in the study required the so-



Table 3.5. Convergence of Vortex Lattice Calculation for Rectangular Foil with Aspect Ratio 1.0 M/N
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Tabulated values of dCL/d. Each row shows convergence with number of chordwise vortices. Each column shows convergence with number of spanwise panels.
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Figure 3.34 Vortex lattice grid for a circular foil with an 8 8 grid.



Figure 3.35 Vortex lattice grid for a circular foil with 64 spanwise and 32 chordwise panels.



lution of a set of 8192 simultaneous equations! 20 Note that this result agrees to seven signiﬁ cant ﬁ gures with Tuck’s result. But note also, that a very coarse 4 8 grid produces a result which is in error by only 0.07%. The next step in complexity is to develop a vortex lattice scheme for foils with arbitrary planforms, including ones with curved leading and trailing edges. The natural model problem for this case is the circular foil, since we know the exact solution. Early vortex lattice schemes maintained a Cartesian grid, with bound vortex elements oriented in the y direction and trailing vortex elements oriented in the x direction. This meant that as the chord length changed with spanwise position, the vortex lattice grid had to have abrupt steps between each chordwise panel. A better arrangement is to adapt the grid to the planform, as shown in Fig. 3.34. The vortex lines that follow the general shape of the leading and trailing edges are no longer necessarily in the y direction and are therefore not necessarily bound vortices. We will therefore call them spanwise vortex lines and will have to be careful when computing forces. From Stokes’ theorem, the total circulation around the foil at a particular spanwise location yc is the sum of the circulations of the spanwise elements, no matter how they are inclined. Suppose we let be the inclination of a particular spanwise vortex with respect to the y direction, the force per unit length on the vortex is U cos( ). However, the length of the spanwise vortex is y /cos( ), where y is the width of the panel in the spanwise direction. So, the force per unit span is still equal to U , regardless of the inclination of the vortex, . In addition, Kelvin’s theorem



is satisﬁed if the vortex system is built from horseshoe elements, originating from a spanwise vortex element. The only trick in dealing with a circular planform is to provide for a ﬁnite chord at the tip in order to prevent having all the spanwise vortices coming together at a single point. This can be done rationally by solving for the tip chord such that the area of the approximate quadrilateral tip panel is equal to the area of the actual circular arc segment. This is shown in Fig. 3.34. Figure 3.35 shows a much ﬁ ner grid, with 64 panels over the span and 32 panels over the chord. Figure 3.36 shows
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Advantage was taken of port–starboard symmetry. Otherwise there would have been 16,384 equations.
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Figure 3.36 Enlargement of the tip region of the vortex lattice grid for a circular foil with 64 spanwise and 32 chordwise panels.
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Figure 3.37 Vortex lattice grid for a swept, tapered foil. The root chord is cr/s  0.5 and the tip chord is ct  0.2. The leading edge is swept back 45 degrees. The grid consists of 16 spanwise and 8 chordwise panels. One particular horseshoe element is highlighted.
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an enlargement of the tip region, where the ﬁnite, equal area tip chord is barely visible. The computed lift coefﬁcients for these two cases are CL  1.782 for the 8 8 grid and CL  1.790 for the 64 32 grid. Recall that the exact solution for a ﬂat circular foil is CL  1.791, so it is clear that the VLM works well for nonrectangular planforms. Extension of the VLM to swept and tapered planforms is relatively simple. Figure 3.37 shows the vortex lattice grid for a tapered foil whose leading edge is swept back 45 degrees. One particular horseshoe vortex element



Figure 3.38 Vortex lattice grids for rectangular foils with zero and 45 degree sweep. The chord is c/s  0.2. The grid consists of 32 spanwise and 16 chordwise panels.
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Figure 3.39 The effect of sweep on the spanwise circulation distribution.



is highlighted in Fig. 3.37. The inﬂuence function for this element again consists of the contribution of three straight vortex segments. Figure 3.38 shows vortex lattice grids for three foil planforms with constant chord and varying amounts of sweep. Figure 3.39 shows the effect of sweep on the spanwise distribution of circulation, (y), for these three foils with zero camber and constant angle of attack. The foils have a constant chord length of c  0.2s, and therefore have an aspect ratio of A  5.0. The foil with zero sweep has an (almost) elliptical circulation distribution. The swept back foil has substantially increased circulation at the tip and decreased circulation at the root. On the other hand, the foil with forward sweep has reduced circulation at the tips and increased circulation at the root. This means that if one wanted to have a swept back foil with an elliptical distribution of circulation over the span, the angle of attack of the tip sections would have to be reduced, compared with those at the root. The converse would be true for a foil with forward sweep. Note also that both forward and aft sweep result in a reduction of the total lift compared with a foil with zero sweep. The results shown in Fig. 3.39 were obtained with a vortex lattice with 128 panels over the span in order to resolve the very abrupt change in slope of the spanwise distribution of circulation at the midspan.
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4 Hydrodynamic Theory of Propulsors 4.1 Inﬂow Propellers generally operate in the very complex ﬂow ﬁeld that exists at the stern of a ship. This ﬂow may be highly turbulent and spatially nonuniform. To add to the difﬁculty, this ﬂow may be altered signiﬁcantly by the presence of the propeller. While the velocity distribution in the plane of the propeller is partially due to the potential ﬂow around the ship, its origin is largely viscous. Unlike a purely potential ﬂow, the vorticity in this ﬂow ﬁeld interacts with itself as it is accelerated by the action of the propeller. This means that the total velocity at a point near the propeller is not simply the linear superposition of the inﬂow (in the absence of the propeller) and the velocity induced by the propeller, but includes an additional interactive component. A full numerical simulation of the combined ﬂow problem requires massive computational resources, and the validity of the outcome is limited by present empirical modeling of turbulence. It is therefore a practical necessity to employ a simpler ﬂow model for most propeller design and analysis applications. Rather than including this complex interaction in the solution of the propeller ﬂow problem, it is traditionally assumed that the speciﬁed inﬂow is an effective inﬂ ow, which is deﬁ ned in a coordinate system ﬁ xed on the ship as the total time-averaged velocity in the presence of the propeller minus the time-average potential ﬂ ow velocity ﬁ eld induced by the propeller itself. The nominal inﬂ ow is deﬁ ned as the ﬂow that would be present in the absence of the propeller. If there is no vorticity in the inﬂow ﬁeld, this deﬁ nition reduces to the usual result that the total velocity is the linear superposition of the inﬂow in the absence of the propeller, and the



velocity induced by the propeller. Thus, in this case, the nominal and effective inﬂows are the same. For now, we will focus on the inﬂow itself. In order to represent a given inﬂow ﬁeld, we ﬁ rst deﬁ ne a ship-ﬁ xed cylindrical coordinate system with the x axis (positive downstream) coincident with the axis of rotation of the propeller, as shown in Fig. 4.1. The origin of the coordinate is in the plane of the propeller, which serves as the reference point for all axial dimensions of the propeller blade surfaces. The radial coordinate is denoted by r, and the angular coordinate by o, which is measured in a clockwise (right-handed) sense when looking downstream with o  0 being at 12 o’clock. As the inﬂow is periodic in o, the three components of the time-averaged velocity in the ship-ﬁ xed cylindrical coordinate system, Va , Vr, Vt, can be expressed as a Fourier series. The harmonic coefﬁcients for each component, An, Bn, are functions of position in the meridional plane, (x,r), and nondimensionalized by the ship speed, VS Vax, r, o  VS  Aa0 x, r  



ut



o



n1



Vrx, r, o  VS  Ar0x, r  







 A x, r cosn  r n



o



n1



(4.1)



  Bnr x, r sinno n1



Vtx, r, o  VS  A0t x, r 







 A x, r cosn  t n



o



n1



  Bnt x, r sinno n1



Y VA



ua



a n



n1



  Bna x, r sinno







ur







 A x, r cosn 



ω



Z



Figures 4.2, 4.3, and 4.4 show a typical axial inﬂow ﬁeld as might be measured in a towing tank or possibly computed by a viscous ﬂow solver.21 Figure 4.2 shows a contour plot of the axial velocity over the propeller disk, and the presence of the hull boundary layer is evident at the top of the disk. This particular hull has a skeg, so the region of moderately low velocity extends to the bottom of the disk. Velocities close to free-stream can be seen at the outermost radius at angular positions of roughly 30 degrees on each side of the bottom of the disk.



X 21



Figure 4.1 Propeller coordinate system and velocity notation.



Because the hull is symmetrical, the velocity ﬁeld should be symmetrical about the vertical centerplane. However, in this case, slight asymmetry is apparent due to model construction or measurement errors.



 68



PROPULSION 1 V 0.950 0.925 0.900 0.875 0.850 0.825 0.800 0.775 0.750 0.725 0.700 0.675 0.650 0.625 0.600 0.575 0.550 0.525 0.500 0.475 0.450



0.75 0.5



Y



0.25 0



-0.25 -0.5 -0.75 -1 -1



-0.5



0



0.5



Z



1



Figure 4.2 Contours of axial velocity for a typical single-screw ship.



Figure 4.3 shows the variation in axial velocity with angular position for a set of radii. Finally, Fig. 4.4 shows the cosine coefﬁcients, An, for one particular radius. Note that the inﬂow harmonic coefﬁcients decrease rapidly with increasing harmonic numbers. While it would seem from Fig. 4.4 that only the ﬁ rst few harmonics are of importance, we will see later that the apparently invisible higher harmonics are actually responsible for producing unsteady propeller shaft and bearing forces. A similar diagram could be made for a series of axial positions over the extent of the propeller. In the



past, it has generally been assumed that the variation in inﬂow is small enough that that the inﬂow can be assumed to be a function only of radial and angular position—thus greatly simplifying the analysis of the propeller ﬂow. However, current propeller design/ analysis methods can accept a fully 3D inﬂow, and this is important for special applications such as podded propulsors or waterjet pumps. We next introduce another cylindrical coordinate system that rotates with the propeller. The x and r coordinates are the same as before, but  represents the
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Figure 4.3 Plot of the angular variation in axial velocity at several radii.
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Figure 4.4 Bar graph of the cosine harmonics of the wake ﬁeld at one radius.
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angular coordinate of an arbitrary point relative to the angular coordinate of a reference point on the key blade of the rotating propeller. If a propeller is rotating with angular velocity in a counterclockwise direction when looking downstream,22 the relationship between the ﬁ xed and rotating coordinate system is o   t



(4.2)



If the inﬂow is nonuniform with respect to o in the ship-ﬁ xed coordinate system, an observer rotating with the propeller will see a time-varying velocity. Under normal operating conditions, the response of a propeller blade to each harmonic of the inﬂow is essentially linear. Thus, each inﬂow harmonic gives rise to an unsteady blade force at a frequency, n , related to the inﬂow harmonic number, n. The steady, or time-average, force is therefore determined almost entirely by the zero’th harmonic. One should be cautioned that this assumption may not be valid if massive amounts of blade ﬂow separation or cavitation is present. To determine steady propeller forces, we have therefore simpliﬁed the problem considerably. We now simply have a given radial distribution of axial, radial, and tangential effective inﬂow velocity VAx, r  VS  Aa0 0, r VRx, r  VS  Ar00, r
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Again, if the propeller inﬂow is to be approximated by its value at the plane of the propeller, the velocities given in equation (4.3) are a function of radius only. Finally, _ a useful inﬂow quantity is the advance speed, VA, which is a weighted average of VA(r) over the propeller disk. This term, which originates from self-propulsion model testing, is the experimentally determined speed of advance of a propeller operating in uniform ﬂow where either the thrust or torque match the values obtained in a test where the same propeller is operating in conjunction with the hull. This deﬁ nition is very clear in the context of a model test, but cannot be rigorously deﬁ ned except as the outcome of an elaborate numerical simulation of the hull and propeller. However, a volumetric mean advance speed can be computed very easily as VA 
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where R is the radius of the propeller and rh is the radius of the propeller hub. Alternatively, equation (4.4) can be modiﬁed to produce a thrust-weighted or torque-weighted average velocity assuming that these
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quantities are known. It is therefore important for the _ reader to keep in mind that the precise deﬁ nition of VA depends on the problem _ being considered. And ﬁ nally, the overbar symbol, VA, which is used here to distinguish an averaged quantity from a point quantity, VA(r), is generally omitted in propeller literature. 4.2 Notation Figure 4.1 shows a right-handed propeller placed in the rotating coordinate system described in the preceding section, together with the inﬂow VA(r). If present, the tangential inﬂow, VT (r), would be positive by right-hand rule with respect to the x axis. The propeller has a maximum radius R (or diameter D) and is located in the vicinity of the origin of the coordinate system.23 The propeller has Z identical blades that are symmetrically placed on a hub, which in turn is attached to a shaft. The hub and shaft can be thought of as an arbitrary axisymmetric body aligned with the x axis, but it is frequently idealized as a cylinder of radius rH, as shown in Fig. 4.1 or ignored entirely in preliminary hydrodynamic analyses. The propeller induces a velocity ﬁeld with Cartesian components (u,v,w) or cylindrical components (ua ,ur ,ut) in the axial, radial, and circumferential directions, respectively. The total velocity ﬁeld is then the superposition of the propeller advance speed, rotational speed, and induced velocity ﬁeld and has the following components in the axial, radial, and circumferential directions VAr  uar VR r  urr



 r  VT r  utr (4.5)



The propeller produces a thrust force T in the negative x direction and absorbs a torque Q about the x axis, with a positive value following a right-handed convention. These can be nondimensionalized either on the basis of the ship speed, VS CTS 
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_ or on the volumetric mean inﬂ ow speed, VA, as deﬁ ned in equation (4.4) T 1 V 2 R 2  A 2 Q CQA  1 V 2 R 3  A 2
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This is commonly referred to as a right-handed propeller, which rotates clockwise when looking upstream. This is generally the assumed direction of rotation when developing equations for propeller ﬂow.



23 Variations in placement of the propeller in the x direction will simply add a constant to the rake, while variations in the angular placement of the y axis will add a constant to the skew.
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Alternatively, the forces may be nondimensionalized with respect to a nominal rotational velocity, nD, where n  is the number of propeller revolutions per 2 second T KT 



n2D 4 (4.8) Q KQ 



n2D 5 The kinematics of the ﬂow depends only on the ratio of the inﬂow and rotational velocities, and this is customarily expressed as an advance coefﬁ cient or
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By introducing equation (4.9) into equation (4.6), we see that the two systems of force coefﬁcients are related as follows 8 KT CTS   J S2 (4.11) 16 KQ CQS   J S2 with a similar relationship for CT and CQ . In most cases, the KT, KQ system is preferred, as the propeller rotational speed, n, can be precisely measured both in the laboratory and on shipboard, and the coefﬁcients remain ﬁnite in the case of static thrust, when VA  0. On the other hand, KT and KQ become inﬁnite at one point during a crashback maneuver,24 when the shaft changes its direction of rotation, while CT and CQ are ﬁnite during crashback until the ship comes to a complete stop. However, the CT, CQ system also has a more direct relationship to propeller efﬁciency. Thus, both systems are useful and have therefore been retained over the years. The power coefﬁ cient based on torque and ship speed is CQ  Q CPQ   S (4.12) 1 V 3 R 2 JS



 S 2 and the hydrodynamic efﬁ ciency of the propeller is A



A



disk, which was ﬁrst introduced by Rankine (1865) and Froude (1889). The physical propeller is replaced by a permeable disk of radius R, with vanishing thickness in the x direction. The disk introduces a uniform jump in total pressure, p0, to the ﬂuid passing through the disk, which tends to accelerate the ﬂuid in the positive axial direction and thus results in a thrust force in the negative x direction. No tangential velocity, or swirl,25 is introduced by the disk, and as a consequence of the principle of conservation of angular momentum, there is no torque supplied. It is difﬁcult at this point to relate this theoretical device to a real propeller. However, we will ultimately see that the actuator disk is really the limit, in an ideal ﬂuid, of a propeller with an inﬁ nite number of blades, zero chord length, and inﬁ nite rotational speed.26 But right now, we will develop expressions for the thrust and efﬁciency of an actuator disk based on conservation of momentum and energy. The actuator disk is assumed to be operating in an unbounded, inviscid ﬂuid, with a uniform axial inﬂow velocity, VA, and uniform static pressure, p, far upstream. As the ﬂow is axisymmetric and without swirl, we are left with axial and radial velocities, u (x,r), v (x,r) as a function of x and r only. Because the ﬂow is inviscid, the total pressure, p0, in accordance with Bernoulli’s equation, is constant along any streamline, except for those that pass through the disk, where a total pressure rise of p0 occurs. Far downstream of the disk, we can expect that ﬂow quantities will be independent of x, with the tip streamline achieving some limiting radius Rw . The axial perturbation velocity will be a constant uw for r  Rw and will be zero for r  Rw . The radial velocity will be zero for all radii vw  0, and the static pressure will be independent of radius, with a value equaling the upstream value p  p . As no ﬂuid is created within the disk and the axial and radial velocities are continuous, the increase in total pressure p0 is felt entirely as an increase in static pressure, p. This pressure rise can be found by writing Bernoulli’s equation between a point far upstream and a point far downstream along any stream tube that passes through the disk 1 1 p  V A2  p  p  VA  uw2 2 2
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CTS JS TVS K J s     T S (4.13) Q CPQ CQS  KQ 2 _ with a similar relationship in terms of VA. 4.3 Actuator Disk We will ﬁrst consider the simplest possible idealization of a propeller: the so-called actuator S



24 This is where the ship reverses the direction of rotation of its propeller(s) while moving at normal ahead speed until the ship comes to a complete stop and starts moving backward.



p  puw



u VA  w 2



(4.14)



As p is independent of radius, equation (4.14) veriﬁes the important assumption that the axial perturbation
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Swirl is deﬁ ned as the product of the radius, r, and the tangential velocity, ut, and is commonly used in turbomachinery literature. 26 Actually, other limiting processes involving counter-rotating propellers or propeller/stator combinations can also be shown to lead to the actuator disk.
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velocity in the slipstream far downstream is independent of radius, uw  constant. The total thrust on the actuator disk, T, can be written down immediately as u T  p  R 2  uw VA  w R 2 (4.15) 2 Introducing the deﬁ nition of thrust coefﬁcient from equation (4.6), we obtain a compact nondimensional form of equation (4.15) that only involves the ratio of the slipstream velocity to the advance speed u 1 uw T (4.16) 2 w 1 VA 2 VA 1 R 2V 2 A 2 We can also obtain an independent expression for the thrust based on conservation of momentum, and this will enable us to obtain information about the velocity ﬁeld at the disk. The general vector form of the momentum equation is CT 



F  S pndS  S VV  ndS



(4.17)



which states that the ﬂux in momentum of the ﬂuid passing through an arbitrary control volume is equal to the sum of the pressure forces acting on the boundary of the volume and the total body force, F, acting within the volume. In this case, the resultant body force is the total thrust, T, which acts in the negative x direction. Thus, the x component of the momentum equation can be written as T  S pnx dS  S VA  ua nx dS



(4.18)



We will dispose of the pressure integral ﬁrst, as it fortunately will turn out to be zero! Referring to Fig. 4.5, we choose a control volume whose outer surface corresponds



VA



p∞ VA
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to the stream surface which passes through the tip of the disk, and whose upstream and downstream boundaries are sufﬁciently far from the disk for the velocity and pressure to have reached their limiting values. Thus, at the upstream boundary, the control volume radius is Ru, the pressure is po, and the velocity is VA. At the downstream boundary, the radius is Rw, the pressure is again po, and the velocity is VA  uw. Conservation of mass requires that Ru2VA  Rw2 VA  uw



The net pressure force acting on the two ends is therefore poRu2 Rw2  in the positive x direction. Determining the x component of the pressure force acting on the outer surface presents a problem because we do not know the details of its shape or pressure distribution. To overcome this problem, we will examine another control volume whose inner boundary matches the outer boundary of the present control volume. The outer boundary will be a stream surface whose upstream and downstream radii, Ru, Rd are large enough for the velocity to have returned to the free-stream value VA. As the new control volume lies outside the propeller slipstream, the velocity at both the upstream and downstream faces is VA. Conservation of mass requires that the two faces have equal area, and as the pressures are equal there is no net pressure force. Again, conservation of mass requires that
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Figure 4.5 Control volume for actuator disk momentum calculation. The stream tube contraction has been exaggerated for clarity.



(4.20)



so that the x component of the pressure force acting on the outer boundary is poRu2 Rw2  in the negative x direction. As there is no momentum ﬂux out of and no body force within the outer control volume, the net integral of pressure must be zero. Therefore, the pressure force on the inner boundary of the outer control volume is poRu2 Rw2  in the positive x direction, which must be equal and opposite to the force on the outer surface of the inner control volume. Now we see that this force just balances the difference in pressure force on the ends of the control volume, thus proving the assertion that the net pressure force is zero. We need to be a little careful in developing the ex , as the velocities in the pression for the mass ﬂow rate m plane of the disk cannot be assumed to be independent of radius. We ﬁ rst introduce the following notation for the axial perturbation velocity at the disk ua*r  u0, r



V A+uw p∞



(4.19)



(4.21)



which will also be used later in developing propeller lifting line theory. Now consider a differential stream tube of radius dr at the disk. The mass ﬂow rate through the stream tube is   VA  ua*r2rdr dm



(4.22)



and the total thrust is R



T  uw  VA  ua*r2rdr 0



 uwVA  ua*R 2



(4.23)



 72



PROPULSION



where we deﬁ ne the mass-averaged axial perturbation velocity at the disk as 1 R * (4.24) ua*   u r2rdr R 2 0 a



which shows the results of a numerical computation using a procedure that will be described shortly. We can now write down an exact expression for the radius of the slipstream far downstream, Rw, by applying conservation of mass



Comparing equations (4.15) and (4.23), we see that the mass-averaged axial perturbation velocity at the disk is exactly half of the perturbation velocity far downstream u (4.25) ua*  w 2 If we introduce equation (4.25) into equation (4.16), we obtain a very useful expression that relates the axial velocity at the disk to the thrust coefﬁcient 



VA  ua*R 2  VA  uwR w2



ua* 1  1  CT  VA 2



and rearranging Rw  R







(4.26)



For small values of thrust coefﬁcient, CT  1, equation (4.26) becomes ua* C T (4.27) VA 4 Most textbook presentations of actuator disk theory, for simplicity, do not distinguish between averaged ﬂow quantities and their actual radial distribution, and therefore leave the impression that the perturbation velocity at the disk is independent of radius. In fact, detailed computations show that the axial perturbation velocity is nearly constant over most of the disk but decreases somewhat as the radius approaches the radius of the disk. Outside of the disk, the induced velocity is initially negative, but tends to zero at larger radii. This can be seen from Fig. 4.6,



(4.28)



ua* VA uw 1 VA 1



(4.29)



1  1  CT 2 1  CT



Thus, we see that as the thrust loading increases, the ultimate slipstream radius, Rw, decreases. In the limit of static thrust,27 when the advance speed is zero, the thrust coefﬁcient becomes inﬁ nite, and the slipstream radius reaches an asymptotic limit of Rw  R  1  2, as shown in Fig. 4.7. In this case, Schmidt and Sparenberg (1977) have shown that the tip stream tube has a logarithmic spiral behavior in the immediate vicinity of the tip, passes upstream, and



27



This is sometimes referred to as bollard pull, signifying that the ship is being held stationary at a dock while power is applied to the propeller. It is also a condition encountered initially when a ship starts from rest.



1.4



1 1.2



0.95 1



Radius r/R



0.9 0.8



0.85 0.6



0.8



0.4



0.75



0.2



0.7



0 0.9



0.95



1



1.05



1.1



1.15



1.2



1.25



1.3



Total axial velocity (V A+ua(0,r))/V A Figure 4.6 Numerical computation of radial distribution of total axial velocity in the plane of the actuator disk. The jump in velocity should theoretically occur right at r/R  1.0 but is “smeared out” over about 2% of the radius due to the ﬁnite grid spacing used in the simulation.
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x 10 −1.0 −0.5 0.0 0.5 Figure 4.8 Stream tubes near the tip of an actuator disk in static thrust (Schmidt and Sparenberg, 1977). Note that the tip stream tube (labeled 1.0) initially goes upstream.



then doubles back to pass through the disk at a radius of approximately 0.97R, as shown in Fig. 4.8. Furthermore, stream tubes just outside cross the disk twice. Fluid particles traversing these stream tubes experience no net total pressure rise, so that their pressure and velocity far downstream return to free-stream values. In spite of this complex ﬂow behavior near the tip, equation (4.29) is still theoretically exact. However, one should remember that an exact solution to the actuator disk problem does not imply that it is a physically realizable ﬂow. The efﬁciency of the actuator disk can be deﬁ ned as the ratio of the useful work done by the device to the total energy supplied to it. As shown in Fig. 4.9, in a ﬁ xed coordinate system, the disk will be moving in the



negative x direction with speed VA. In a time increment t, the disk moves x  VA t in the negative x direction, and the output work will be W  T x. At the same time, the total amount of kinetic energy imparted to the ﬂuid will be increased by some amount, which we will call E. Conservation of energy then requires that the total energy input be (T x  E ). The efﬁciency will then be 



T T x  T x  E T  E  x



We now need to obtain an expression for E. During the time interval t, a ﬂuid particle in the slipstream far downstream will have moved a distance xw  VA  uw t 



δx VA δxw



(4.30)
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 x



(4.31)



relative to the disk. The increase in kinetic energy imparted to the ﬂuid is therefore the kinetic energy contained in a cylindrical volume of ﬂuid of radius Rw and axial length xw, E



1 2



u Rw2 2 w



VA  uw VA



 x



(4.32)



Introducing equation (4.28), we obtain



uw Figure 4.9 Control volume for actuator disk energy balance.
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(4.34)



1



The efﬁciency equation (4.30) can now be put in terms of the thrust coefﬁcient, which is the desired result 2  1  1  CT



(4.35)



Equation (4.35) is exact, despite the fact that the simple momentum/energy analysis presented here cannot quantify the complex local ﬂow near the disk. This important equation shows how efﬁciency reduces with increasing thrust coefﬁcient, and serves as an upper bound on efﬁciency for “real” propulsors. This result is plotted in Fig. 4.10, together with the results for the more general case which we will consider later. Swirl is a term originating in the turbomachinery literature and is deﬁned as (radius) (tangential velocity). For a classical actuator disk, the only external force acting on the ﬂuid is in the axial direction so that no tangential velocities are present. 4.4 Axisymmetric Euler Solver Simulation of an Actuator Disk The results developed so far are for the sim-



plest possible case of an actuator disk with uniform total pressure rise with no addition of swirl. While one can treat the general case, we will defer this until we have developed the fundamentals of lifting line theory. We will then be able to show that the actuator disk can be recovered as a special limit of lifting line theory.
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Using equation (4.23), this can be written explicitly in terms of thrust
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Thrust Coefficient CT Figure 4.10 Efﬁciency as a function of thrust coefﬁcient for the general case of an actuator disk with swirl. The curve for J  0 corresponds to equation (4.35).
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Figure 4.11 Computed contours of axial velocity over the complete computational domain.



However, it would seem that the basic understanding of the ﬂow created by an actuator disk would be enhanced if we could somehow see the actual distribution of velocity and pressure, which is something that was not available to Rankine and Froude. We will therefore leap ahead in time and look at the complete ﬂow using a numerical Euler solver. Figure 4.11 shows the ﬂow streamlines and contours of axial velocity for an actuator disk obtained from the MTFLOW (Multipassage Through Flow design/analysis) program developed by Drela (1997). The computational domain extends four disk radii upstream and downstream, and three disk radii outward. The computational grid contains 240 elements in the axial direction and 120 elements in the radial direction, making a total of 28,800 cells. The Euler solution is obtained iteratively by adjusting the the streamtube cross-sectional area in such a way as to satisfy the equations of conservation of mass, momentum, and energy across the boundaries of each cell. The jump in total pressure across the actuator disk is introduced as an imposed ﬁeld quantity along the row of cells closest to x  0 extending from r /R  0.02 to r /R  1 using a procedure developed by Kerwin (2003). The grid is not shown in Fig. 4.11 as it would completely mask the velocity contours. However, Fig. 4.12 shows a close-up of the ﬂow near the disk, together with the grid. The contraction of the tip streamtube is evident, along with the growth in axial velocity with distance downstream. It is also evident that the axial velocity grows to its ultimate downstream value much more rapidly at the outer radii than at the inner radii. Finally, note that there is a region of axial velocity that is lower than free-stream just outside the tip streamtube. These characteristics are similar to those present for a “real” propeller. Figure 4.13 shows a similar close-up of the pressure coefﬁcient. The uniform jump in pressure across the disk is evident, and the return to free-stream pressure upstream and downstream is just what one would expect from Bernoulli’s equation. Figure 4.14 shows the variation of axial velocity and pressure coefﬁcient at a ﬁ xed radius of r /R  0.5. The triangular symbols show the pressure jump, which in this case was p /2  0.553. The computed pressure distribution tends toward these two values except that
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Figure 4.12 Computed streamlines and contours of axial velocity in the vicinity of the actuator disk.



the jump in pressure is spread out slightly in the x direction and is shifted slightly. This is a consequence of the ﬁ nite grid size in the Euler solution. In spite of this, the computed efﬁciency, thrust, and power coefﬁcient and velocity far downstream all agree within 1% of the value from actuator disk theory in this example. 4.5 The Ducted Actuator Disk An important extension of classical actuator disk theory to include the effect of an idealized duct was developed by Oosterveld and published in van Manen and Oosterveld (1966), Oosterveld (1968), and van Manen, Oosterveld, and



X



Witte (1966). A portion of the tip streamtube is considered to be a zero-thickness duct, which acts as the mean-line of an annular airfoil. A duct loading factor, , is introduced such that the total thrust generated by the propeller and duct is deﬁ ned as T, while the thrust provided by the actuator disk itself is  T. The thrust provided by the duct is therefore (1 )T, which can be positive (thrust) or negative (drag) depending on whether  is less than or greater than unity. The axial extent and shape of the duct does not have to be speciﬁed, as was the case with the actuator disk itself.



Figure 4.13 Computed streamlines and contours of pressure coefﬁcient in the vicinity of the actuator disk.
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Figure 4.14 Computed axial velocity, Vx/VA, and pressure coefﬁcient, CP, as a function the axial coordinate, x, at a ﬁxed radius r/R  0.5.



The resulting changes to the classical actuator disk equations are relatively small. As equation (4.15) gives the thrust on the disc alone, T only needs to be replaced by T. Equation (4.23) remains unchanged because it comes from a momentum balance upstream and downstream which includes the force on both the actuator disk and the duct. Equating these two expressions for duct results in the following modiﬁcation to equation (4.26) ua* 1 2  1  CT  VA 2



(4.36)



while the induced velocity far downstream is now proportional to CT uw  1  VA



1  CT



(4.37)



The radius of the slipstream, Rw, given in equation (4.29) now becomes Rw  R



1  1  CT 2 1  CT



(4.38)



Finally, equation (4.35), which gives the efﬁciency as a function of thrust coefﬁcient, becomes 



2 1  1  CT



(4.39)



Note that these equations all reduce to the classical actuator disk results when there is no thrust on the duct (  1).



Figure 4.15 shows the effect of the duct loading factor, , on the velocity at the disk, the radius of the slipstream far downstream, and the efﬁciency for a ducted actuator disk with a total thrust coefﬁcent of 1.0 obtained from equations 4.36–4.39. When   1, the velocity at the disk is greater than if there were no duct, while the converse is true when   1. The former is termed an accelerating duct which has its origins in the Kort Nozzle (Kort, 1934) developed in the 1930s, while the latter is termed a decelerating duct or pumpjet. The efﬁciency of a ducted actuator disk increases with decreasing values of , indicating that an ideal accelerating ducted propeller would be more efﬁcient than a propeller without a duct. In fact, equation (4.39) would suggest that in the limit of  → 0, a ducted actuator disk will have 100% efﬁciency for any thrust coefﬁcient! This may seem puzzling at ﬁrst unless you also look at the dependence of slipstream radius on , where the ratio of slipstream radius to disk radius goes to inﬁnity as  → 0. A more realistic interpretation of this result is to consider the downstream radius of the slipstream ﬁ xed. As  is decreased, the disk radius becomes smaller, and the velocity through the disk increases. This suggests that an accelerating duct therefore provides a means of improving efﬁciency when the propeller radius is limited, and this has been conﬁ rmed by van Manen and Oosterveld (1966) and others. However, there are several fundamental reasons that limit the amount that  can be reduced in an actual ducted propeller design. • The increase in frictional drag on the propeller blades and duct offsets the gain in ideal efﬁciency. • Flow diffusion within the duct may result in ﬂow separation. • Cavitation inception is more likely due to the increased ﬂow speed at the propeller.
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Figure 4.15 The effect of the duct loading factor, , on the total velocity at the disk, the total velocity downstream, the radius of the slipstream far downstream, and the efﬁciency.



As a result, practical values of  for an accelerating duct are generally in the range from 0.8 to 1.0. For the same reasons, a decelerating duct, which would not appear to have any merit from the point of view of actuator disk theory, may be an effective choice in some situations, particularly for high-speed applications.



4.6 Axisymmetric Euler Solver Simulation of a Ducted Actuator Disk The same axisymmetric Euler solver that



was used to simulate an actuator disk in Figs. 4.13 and 4.14 can be used to represent an actual duct. As shown in Kerwin (2003), the actuator disk can be modeled as a lifting line propeller combined with a lifting line stator. The stator is designed to cancel the tangential velocity generated by the propeller so that the combination acts like an actuator disk. This equivalence is described more fully in Section 4.7.2. Figure 4.16 shows the streamlines and swirl contours for a particular case. As swirl is only present between the rotor and stator, and has a uniform value, this can be identiﬁed by the red region extending from the hub to the duct. A comparison between efﬁciency computed by the Euler/lifting line code and the ideal efﬁciency from equation (4.39) for three sample ducts is given in Table 4.1. The ducts are all generated from a modiﬁed NACA66 thickness form with a thickness/chord ratio of 10%, and an NACA a  0.8 mean line with camber ratios as tabulated. The duct chord length is equal to 1.0 and the duct angle of attack is as tabulated. A critical challenge of the



Table 4.1 Comparison of Efﬁciency Predicted by an Euler/Lifting Line Code and by Actuator Disk Theory for Three Different Duct Shapes CT
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Figure 4.16 Streamlines and contours of swirl for an ideal postswirl ducted propulsor. CT  0.6769 and   0.740.
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X Figure 4.17 Streamlines and contours of swirl for a postswirl ducted propulsor. CT  1.0585 and   0.951.



numerical calculation is to obtain accurate values of the inviscid thrust on the duct. This requires some care in ensuring that the small leading edge region of the duct is properly resolved. The results are quite close, with a discrepancy of less than 1% in all three cases. The last case, where the duct thrust is relatively low, agreed within 0.3% of the actuator disk value. Note the signiﬁcant difference in slipstream radius as a function of distance downstream of the duct for the case shown in Fig. 4.16, where   0.740, and in Fig. 4.17, where   0.951. In the ﬁrst example, the value of  is low, indicating an accelerating duct, and the slipstream radius expands after leaving the duct trailing edge. In the second example, the value of  is closer to unity, and the slipstream radius contracts slightly downstream of the duct. These results are in qualitative agreement with the actuator disk results plotted in Fig. 4.15. 4.7 Propeller Lifting Line Theory We will now take one step closer to the real world and develop a lifting line representation of a propeller. As shown in Fig. 4.18, each



Figure 4.18 Illustration of the concept of a lifting line propeller as a limit of vanishing chord length. The radial distribution of blade circulation, (r), remains the same so that the strength of the trailing vortex sheet, f (r) is unchanged.



propeller blade can be considered as a lifting surface with some distribution of bound and free vortex sheet strength. We then consider the limiting case of vanishing chord length, which is represented in the right-hand portion of the ﬁgure. As in the case of the planar foil, the bound vortex sheet reduces to a single concentrated vortex of strength (r) on each blade. As all blades will have the same circulation distribution in circumferentially uniform ﬂow, we can select one blade (or lifting line) and designate it as the key blade. The strength of the free vorticity in the wake may be found from the relationships developed in Section 3.2. In this case, the curvilinear coordinate, s1, will be more or less helical in form as illustrated in Fig. 4.18, but may also contract (as we saw with the actuator disk) as it progresses downstream. However, if we make the assumption that the free vortex lines are convected downstream with a constant radius, the free vortex sheet strength, as in the case of the planar lifting line, can be obtained directly from the derivative of the spanwise (in this case, radial) distribution of circulation d (4.40) dr where the vector direction of positive  f points downstream along the helix, by right-hand rule. We can develop expressions for the forces acting at radius r on the key lifting line from a local application of Kutta-Joukowski’s law. Figure 4.19 shows a combined velocity and force diagram. The axial and tangential induced velocities due to the helical free vortex system, ua*r, u*tr, combine with the effective inﬂow velocity components VA(r), VT (r) and the propeller rotational speed r to produce an inﬂow velocity V * oriented at an angle  i with respect to the plane of rotation fr  



V *r 



VAr  ua*r2   r  VTr  u*tr2 ir  tan 1



VAr  ua*r r  VTr  u*t r



(4.41) (4.42)



Figure 4.19 Velocity and force diagram at a particular radial position on a lifting line.
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The quantity i  is therefore analogous to the induced angle in wing lifting line theory. The inviscid (Kutta-Joukowski) force per unit radius on the vortex, Fi (r) is therefore Fir  V *rr



(4.43)



and is directed at right angles to V *. It is relatively simple to include the effect of viscous drag at this stage by adding a force F v (r) acting in a direction parallel to V *. This force may be estimated on the basis of an experimentally determined, or theoretically calculated, 2D sectional drag coefﬁcient CDv (r). This means, of course, that the section chord lengths c (r) must be speciﬁed. The viscous drag force will then be 1 Fvr  V *r 2 crCDvr (4.44) 2 These forces can then be resolved into components in the axial and tangential direction, integrated over the radius and summed over the number of blades to produce the total propeller thrust and torque. R



T  Z 



rh



V * cos i 



1 *2 V  cCDv sin i dr 2



(4.45)



V * sin i 



1 *2 V  cCDv cos i rdr 2



(4.46)



R



Q  Z 



rh



Note that V *cos i is simply the total tangential velocity acting at the lifting line, (r  V T  u*t ), and that V * sin i is the axial velocity,VA  u*a . 4.7.1 The Velocity Induced by Helical Vortices The velocity induced at radius rc on the key lifting line by a set of Z unit strength helical vortices shed at radius r v (with the vector direction of the circulation pointed downstream) can be expressed as an integral using the law of Biot-Savart as developed in equation (3.17). uarc, rv  
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(4.47)
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(4.48)



In the above expressions,  w is the pitch angle of the helix at r v. According to linear theory,  w  , but we will leave  w unspeciﬁed at the moment in order to facilitate subsequent reﬁ nements to the theory. The variable of integration, , is the angular coordinate of a general point on the helix shed from the key blade.
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The corresponding angular coordinate of a point on the k th blade is found by adding the blade indexing angle k 1 k  2 k  1,...Z (4.49) Z The total induced velocity on the lifting line can now be obtained by integrating the contributions of the helical vortices over the radius ua* rc  ut*rc 
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(4.50)



However, equations (4.47) and (4.48) cannot be evaluated analytically, so one must resort to some form of numerical solution. On the other hand, if the limits of integration are changed from 0, to ,, they would then represent the velocities induced along a radial line by a set of helical vortices extending to inﬁ nity in both directions. This would be equivalent to the velocity induced inﬁ nitely far downstream by the free vorticity shed from the original lifting line. Since the integrands in equations (4.47) and (4.48) are even with respect to the variable of integration, , 28 the velocities inﬁ nitely far downstream are double their values at the lifting line. Now imagine a helicoidal coordinate system, with one coordinate along the helix, one coordinate radial, and the third coordinate normal to the ﬁrst two. Far downstream, the ﬂow will be independent of the helical coordinate. Thus, the ﬂow is 2D in terms of the two remaining helicoidal coordinates. The potential problem for this type of ﬂow was solved independently by Kawada (1933) and Lerbs (1952), and a derivation may be found in Appendix 1 of Lerbs (1952). The resulting potential can be expressed in terms of inﬁ nite sums of modiﬁed Bessel functions. While direct evaluation of these functions might be as time consuming as numerical integration of the Biot-Savart law result, fortunately highly accurate asymptotic formulas for the sums of Bessel functions exist. This enabled Wrench (1957) to develop the following closed form approximations to the induced velocities. For rc  rv: Z uarc, rv  y 2Zyy0 F1 4rc (4.51) Z2 yF utrc, rv  2rc 0 1



28



Provided that the order of summation over the blade index, k, is reversed when  is replaced by .
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For rc  rv: Z yy F 2rc 0 2 2
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constant value, which increases with decreasing pitch angle of the helix. When the control point is outside the vortex, the axial velocity approaches zero rapidly with increasing radius and is relatively insensitive to pitch angle. The reverse is true with the tangential velocity. Inside the vortex, the tangential velocity approaches zero with decreasing radius. Outside the vortex, the tangential velocity appears to reduce slowly with increasing radius. The tangential velocity is relatively insensitive to pitch angle, except in the immediate vicinity of the vortex. This is in contrast to the axial velocity, which is extremely sensitive to pitch angle when the control point is inside the vortex. The limit of inﬁ nite number of blades is of particular importance, as this will yield an axisymmetric ﬂow that we can relate to the actuator disk. As the blade number is increased, the quantity U in equation (4.53) approaches zero if rc  r v, but approaches inﬁ nity if rc  r v. As a result, F1 in equation (4.53) approaches zero if rc  r v, and F 2 approaches zero if rc  r v. Equations (4.51) and (4.52) then reduce to the simple expressions For rc  rv: Z ua rc , rv  4rv tan w (4.54) ut rc , rv  0 For rc  rv:



rc rv tan w



ua rc, rv  0 ua rt, rv 



1 y0  tan w Figure 4.20 shows the results of equations (4.51) and (4.52) for a particular case. As one would expect, the velocity tends to  as the control point radius approaches the vortex radius. When the control point is well inside the vortex, the axial velocity approaches a
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Figure 4.21 shows the effects of the number of blades on the axial and tangential velocity including the inﬁ nite blade limit obtained from equations (4.54) and (4.55). The singular behavior of the induced velocities is similar to that of a straight vortex, where we know that the velocity behaves as 1/(rc r v). It is therefore useful
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Figure 4.20 Normalized velocity ( ua/VA, ut/VA) induced on a lifting line at radius rc/R by a set of semi-inﬁnite helical vortices of strength  2RVA originating at rv  1.0. The number of blades in this case is Z  5. Results are shown for pitch angles w  10, 20, 30, 40, 50, 60 degrees.
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Figure 4.21 Effect of blade number on the velocity induced on a lifting line at radius rc by a set of semi-inﬁnite helical vortices originating at rv  1.0. The pitch angle is w  30 degrees. Results are also shown for an inﬁnite number of blades from equations (4.54) and (4.55). The total circulation, Z , is kept constant as the blade number is varied and matches the value used for the ﬁve-bladed propeller shown in Fig. 4.20.



to factor out the singular part, leaving a regular function that depends on the geometry of the helix. Lerbs (1952) deﬁ ned an induction factor as the ratio of the velocity induced by Z helical vortices to the velocity induced by a semi-inﬁ nite straight vortex of the same strength iarc, rv  



uarc, rv 1 4rc rv



(4.56)



utrc, rv itrc, rv  1 4rc rv



15 14



1.4 1.3



13



Βw=10 Deg



1.2



11



1.1



Βw=10 Deg



1



ia



Axial Induction factor, ia



12



0.9



10



0.8



9



0.7 0.6



8



0.5



7



0.4 0.95



60 0.975



1



1.025



1.05



rc/R



6 20



5 4 3 2 1 0 0.5



30 40 50 60



0.75



1



1.25



1.5



As the radius of the vortex, rv, approaches the radius of the control point, rc, the velocity induced by the helical vortices will approach the value induced by a semiinﬁ nite vortex oriented in a direction tangent to the helix at its starting point on the lifting line. Therefore, as rc → rv, we ﬁ nd that cos i uarc, rv 4rc rv (4.57) sin i utrc, rv 4rc rv Comparing equation (4.57) with equation (4.56), we see that in the limit as rc → rv, the axial and tangential induction factors become, respectively, cosi and sini. Therefore, the induction factors remain ﬁ nite as the vortex point and control point coincide, while the actual velocity tends to inﬁ nity. The reason for the minus sign in the deﬁ nition of the axial induction factor is strictly for the convenience of making the induction factors positive. An example of the axial induction factor is shown in Fig. 4.22. With the helical vortex inﬂuence functions known, we are now ready to tackle the evaluation of the singular integrals for the induced velocities given in equation (4.50). However, before we do this, we will revisit actuator disk theory—this time from the point of view of a lifting line vortex model. 4.7.2 The Actuator Disk as a Particular Lifting Line It turns out that we can construct an actuator disk using the concepts of propeller lifting line theory.29 Consider the limiting case of an inﬁ nite bladed lifting line with zero hub radius and uniform circulation



(r)  over the radius. In the limiting process, we will keep the product of the number of blades, and the circulation per blade, Z constant. Furthermore, as we



Control Point radius, rc/R Figure 4.22 Axial induction factors for a ﬁve-bladed propeller derived from Fig. 4.20. The enlarged plot shows the local behavior near rc/rv  1. The analytical limit of ia  cosw is plotted as square symbols on the graph.
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This idea was pursued independently by Morgan (2009) and possibly by others.
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saw that an actuator disk generates zero tangential induced velocity (and hence absorbs zero shaft torque), we will need to adopt one of the following models: 1. We can assume that the rotational speed, is high, so that ut*  r. This is equivalent to taking the limit of zero advance coefﬁcient, JA. 2. We can construct an ideal counter-rotating propeller by superimposing two identical, inﬁ nite bladed lifting lines rotating in opposite directions. In this case, the axial induced velocities from each lifting line component will add, while the tangential component will cancel. The quantity Z will be divided equally between the two components, but the sign of will be opposite. With the counter-rotating model, the speciﬁcation of advance coefﬁcient is arbitrary. We will next show that either model will recover the results obtained previously by momentum/energy considerations. We begin by writing down the relationship between thrust and circulation, using equation (4.45). Setting the viscous drag to zero, and making the assumption that ut*  r



tip vortices, w, is not the undisturbed angle , but that it, at least initially, is the angle i, where tan i 
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0
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Z 4R tan wR 



(4.60)



and zero tangential velocity. But there will also be a concentrated hub vortex of strength - shed from each blade at r  0. From equation (4.55), these will induce zero axial velocity. The tangential velocity induced by the hub vortex will not be zero (unless we use the counter-rotating option), but we have assumed, no matter what, that it will be negligible. If we make the linearizing assumption that the tangent of the pitch angle of the tip vortices, w is equal to that of the undisturbed ﬂow, tan, we can eliminate Z in equation (4.60) using equation (4.59) V CT u  VA * a
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1 4R



 R VA



C 1  T VA 4



(4.61)



This agrees with the actuator disk result in the limit of vanishing CT where u*a /VA  1, as derived previously in equation (4.27). However, we can obtain a more accurate result if we recognize that the pitch angle of the



Z R 4R VA  u*a



(4.63)



4RVA  ua* ua*  Z R



(4.64)



and use equation (4.59) to eliminate Z Z 



VA2CT 



(4.65)



to obtain the result VA  ua* u*a 



VA2CT



(4.66) 4 Finally, we can put equation (4.66) in standard quadratic form and solve it for u*a /VA



T   V * cos iZdr  rZdr  



 ZR 2 2 Z CT   (4.59) 1 VA2 2 2



VA R 2 We next obtain an expression for the axial induced velocity, u*a . Because the circulation is constant, there will be a concentrated helical tip vortex of strength shed from each blade, and from equation (4.54), these will induce a constant axial velocity



(4.62)



On setting w  i, we can rewrite equation (4.60) as 



 ZR 2 (4.58) 2 which we can also express as a thrust coefﬁcient R
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(4.67)



ua* 1  1  CT  VA 2



(4.68)



which is exactly the actuator disk result given in equation (4.26). This is remarkable, in a way, because the actuator disk result includes the contraction of the slipstream (but is unaware of tip vortices), while the present result models the tip vortices as constant radius helical lines with constant (although suitably adjusted) pitch angle. We will see later how this relates to the socalled moderately loaded theory of propellers. We can now easily derive the expression for efﬁciency. The input power is R



Q   r VA  u*a Zdr  0



1



 Z VA  u*a R 2 (4.69) 2



while the output power is TVA 



1



 VAZR 2 2



(4.70)



So the efﬁciency,  is the ratio of the two 
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1 u* 1 a VA
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(4.71)



This is also the exact actuator disk result given in equation (4.35). 4.8 Optimum Circulation Distributions We would like to obtain the radial distribution of circulation, (r), which will minimize the torque, Q, for a prescribed
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Advance Coefficient, Js Figure 4.23 Efﬁciency versus advance coefﬁcient for a ﬁve-bladed propeller with optimum radial distribution of circulation in uniform ﬂow. Results are given for inviscid ﬂow and for viscous ﬂow with sectional lift/drag ratios of 25 and 50. The actuator disk result is shown as the symbol plotted at Js  0.0.



thrust, T. The diameter, advance coefﬁcient, blade number, and effective inﬂow are speciﬁed.30 Although other considerations, such as the inception of tip vortex cavitation, may require us to depart from this optimum, this is generally a logical starting point in the design process (Fig. 4.23). This problem can be solved using the method of calculus of variations and one can ﬁnd detailed accounts of this approach in Yim (1976), Coney (1989), and Breslin and Andersen (1994). Although the resulting equations can be solved rapidly on current computers, they are nonlinear, intricate in appearance, and provide little direct physical insight. On the other hand, an earlier approach developed by Betz (1919) for a propeller in uniform inﬂow, VS, and later extended by Lerbs (1952), is relatively simple to derive and is physically intuitative. Suppose we have a distribution of circulation which is optimum and which generates the desired thrust. Now suppose that we perturb this circulation by adding an increment of circulation over some increment of radius r at some arbitrary radial location r. This will result in incremental changes in thrust and torque, T and Q. The efﬁciency of this process is the ratio of the output to input power * 



 TVS Q 
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If (r) is truly optimum, then * must be independent of radius. Otherwise, circulation could be decreased at a radius where * is low, and increased by a corresponding amount at a different radius where * is high. The result would be a reduction in torque for a ﬁ xed thrust, thus contradicting the assertion that (r) is optimum. So far, this is essentially a physically based statement of the variational principle. However, if we attempted to express equation (4.72) in terms of circulation and induced velocity inﬂuence coefﬁcients, the resulting expressions would be far from simple. This is because the increment of circulation introduced at a particular radius, r, not only changes the force locally, but alters the force over the entire radius as a result of its altering of the induced velocity distribution. Betz (1919) overcame this obstacle by employing a principle developed by Munk (see Durand, 1963) that states that the total force on a lifting surface is unchanged if an element of bound circulation is displaced in a streamwise direction. Munk’s theorem follows from the principle that the force on a lifting surface can be obtained solely from a far-ﬁeld momentum/energy analysis (as we did for the planar lifting surface), and that the far-ﬁeld ﬂow depends only on the strength of the trailing vorticity. This, in turn, is unaffected by a streamwise displacement of the bound vorticity. Betz therefore added the increment of bound vorticity far downstream, so that there would be no interaction between the added circulation and the ﬂow at the propeller lifting line. On the other hand, the local force acting on the added element of bound circulation must include the effect of the doubling of the induced velocities far downstream T  r  2ut*r r (4.73)
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If we assume that u*t (r)  r and that u*a (r)  VS, we can perform some algebraic manipulations * 
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Thus, the efﬁciency becomes (4.72)



30 Alternatively, we may wish to maximize thrust for a prescribed torque. In either case, the resulting propeller will have the highest possible efﬁciency.
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(4.75)



For a propeller with optimum radial load distribution, equation (4.75) must be independent of radius,
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