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 Preface In preparing this eighth edition, we had three primary goals. First, we wanted to incorporate the sweeping changes in the U.S. and world economies we have all witnessed in the last several years, and the difficulties that the world economics have experienced in recovering from the severe economic downturn. Second, we strived to update this edition to reflect the latest exciting developments in economic thinking and make these to accessible of economics. Finally, we wanted stay truetotonew thestudents philosophy of the textbook— using basic concepts of economics to explain a wide variety of timely and interesting economic applications.







WHAT’S NEW TO THIS E



DITION



In addition to updating all the figures and data, we made a number of other key changes in this edition. They include the following: • At the beginning of each chapter, we introduced a set of Learning Objectives. These give the students a preview of what they will learn in each section of the chapter, facilitating their learning. • We revised and update d our dis cussion of fiscal policy in Chapter 10 to reflect our continuing difficulties in attempting to restore the economy to full unemployment and the changing views of the effectiveness of fiscal stimulus. • We revised and updated our treatment of monetary policy in Chapter 14, as the Federal Reserve has continued to experiment with quantitative easing and other new monetary policies.
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• We discuss in Chapter 15 how the thinking of Fed



Chairman Ben Bernanke evolved during this past decade as he faced unprecedented challenges. • We discuss in Chapter 5 the length of economic recoveries and the slow pace of the current recovery. • We revised and expanded our discussion of the euro in Chapter 19 , reflecting the serious challenges now facing the European Monetary Union. • We highlight in Chapter 18 how rapid increases in



imports can affect employment in local labor markets. We also incorporated a tot al of 18 exciting new applications into this edition of macroeconomics. In addition, we incorporated a total of 12 new chapter-opening stories. These fresh applications and chapter openers show the widespread relevance of economic analysis. In the opening four chapters, the new applications include incentives to purchase hybrid cars ( Chapter 1 ), choosing how fast to sail a container ship (Chapter 2), the markets for meteorites (Chapter 3), and the economic forces behind the proposal to include sheep shearing as an Olympic sport (Chapter 4). In the core macroeconomics chapters, the new applications include understanding changes in labor force participation ( Chapter 6 ), taxes and the mobility of international soccer stars ( Chapter 7 ), the “broken window fallacy” and Keynesian economics (Chapter 11 ), whether debt for given ess for “under wat er” hom eow ners is a good policy ( Chapter 12 ), how hyperinflations end ( Chapter 16 ), and how the federal government has handled the financial difficulties of the states in U.S. history ( Chapter 17 ).
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APPLYI NG THE CONCEPTS



This is an Applications-driven textbook. We carefully selected over 120 real-world Applications that help students develop and master essential economic concepts. Here is an example of our approach from Chapter 4, “Demand, Supply, and Market Equilibrium.”



Each chapter includes three to five thought-provoking Applying the Concepts questions that convey important economic concepts, paired with and illustrated by an Application that discusses the concept and conveys its real-world use.



For each Application and Applying the Concepts question, we provide end-of-chapter exercises that test students’ understanding of the concepts.



In addition, some chapters contain an Economic Experiment section that gives students the opportunity to do their own economic analysis.
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WHY FIVE KEY



PRINCIPLES?



In Chapter 2 , “The Key Principles of Economics,” we introduce the following five key principles and then apply them throughout the book: 1. 2.



3.



4.



5.



The Principle of Opportunity Cost. The opportunity cost of something is what you sacrifice to get it. The Marginal Principle. Increase the level of an activity as long as its marginal benefit exceeds its marginal cost. Choose the level at which the marginal benefit equals the marginal cost. The Principle of Voluntary Exchange. A voluntary exchange better off. between two people makes both people The Princ iple of Diminishi ng Retur ns. If we increase one input while holding the other inputs fixed, output will increase, but at a decreasing rate. The Real-Nominal Principle. What matters to people is the real value of money or income—its purchasing power—not the face value of money or income.



This approach of repeating five key principles gives students the big picture—the framework of economic reasoning. We make the key concepts unforgettable by using them repeatedly, illustrating them with intriguing examples, and giving students many opportunities to practice what they’ve learned. Throughout the text, economic concepts are connected to the five key principles when the following callout is provided for each principle:



quantities. For organization options, please see the alternative course sequence chart on page xiii.



Summary of the Macroeconomics Chapters Part 2 , “The Basic Concepts of Macroeconomics” (Chapters 5 and 6 ), introduces students to the key concepts—GDP, inflation, unemployment—that are used throughout the text and in everyday economic discussion. The two chapters in this section provide the building blocks for the rest of the book. Part 3 , “The Economy in the Long Run” (Chapters 7 and 8 ), analyzes how the economy operates at full employment and explores the causes and consequences of economic growth. Next we turn to the short run. We begin the discussion of business cycles, economic fluctuations, and the role of government in Part 4, “Economic Fluctuations and Fiscal Policy” (Chapters 9 through 12). We devote an entire chapter to the structure of government spending and revenues and the role of fiscal policy. In Part 5, “Money, Banking, and Monetary Policy” (Chapters 13 and 14), we introduce the key elements of both monetary theory and policy into our economic models. Part 6, “Inflation, Unemployment, and Economic Policy” (Chapters 15 through 17), brings the important questions of the dynamics of inflation and unemployment into our analysis. Finally,the last two chapters in Part 7, “The International Economy” (Chapters 18 and 19), provide an in-depth analysis of both international trade and finance.



A Few Features of Our Macroeconomics Chapters



The following are a few features of our macroeconomics chapters: • Flexibility. A key dilemma confronting economics professors has always been how much time to devote to long-run topics, such as growth and production, versus  HOW IS THE BOOK ORGANIZED? short-run topics, such as economic fluctuations and busiChapter 1, “Introduction: What Is Economics?” uses three ness cycles. Our book is designed to let professors choose. current policy issues—traffic congestion, poverty in Africa, It works like this: To pursue a long-run approach, profesand Japan’s prolonged recession—toexplain the economic way sors should initially concentrate on Chapters 1 through of thinking. Chapter 2, “The Key Principles of Economics,” 4, followed by Chapters 5 through 8. introduces the five principles we return to throughout the • To focus on economic fluctuations, start wi th book. Chapter 3, “Exchange and Markets,” is devoted entirely Chapters 1 through 4, present Chapter 5, “Measuring to exchange and trade. We discuss the fundamental rationale a Nation’s Production and Income,” and Chapter 6 , for exchange and introduce some of the institutions modern “Unemployment and Inflation,” and then turn to societies developed to facilitate trade. Chapter 9, “Aggregate Demand and Aggregate Supply.” Students need to have a solid understanding of • Chapter 11 , “The Income-Expenditure Model,” is demand and supply to be successful in the course. Many self-contained, so instructors can either skip it completely students have difficulty understanding movement along a or cover it as a foundation for aggregate demand. • Long Run. Throughout most of the 1990s, the U.S. curve versus shifts of a curve. To address this difficulty, we developed an innovative way to organize topics in Chapter economy performed very well—low inflation, low 4, “Demand, Supply, and Market Equilibrium.” We examine unemployment, and rapid economic growth. This the law of demand and changes in quantity demanded, the robust performance led to economists’ increasing law of supply and changes in quantity supplied, and then interest in trying to understand the processes of the notion of market equilibrium. After students have a economic growth. Our discussion of economic growth firm grasp of equilibrium concepts, we explore the effects in Chapter 8, “Why Do Economies Grow?” addresses of changes in demand and supply on equilibrium prices and PRINCIPLE OF OPPORTUNITY COST



The opportunity cost of something is what you sacrifice to get it.
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the fundamental question of how long-term living standards are determined and why some countries prosper while others do not. This is the essence of economic growth. As Nobel Laureate Robert E. Lucas, Jr., once wrote, “Once you start thinking about growth, it is hard to think of anything else.” • Short Run. The great economic expansion of the 1990s came to an end in 2001, as the economy started to contract. The recession beginning in 2007 was the worst downturn since World War II. Difficult economic times remind us that macroeconomics is also concerned with understanding the causes and consequences of economic fluctuations. Why do economies experience recessions and depressions, and what steps can policymakers take to stabilize the economy and ease the devastation people suffer from them? This has been a constant theme of macroeconomics throughout its entire history and is covered extensively in the text. • Policy. Macroeconomics is a policy-oriented subject, and we treat economic policy in virtually every chapter. We discuss both important historical and more recent macroeconomic events in conjunction with the theory. In addition, we devote Chapter 17 , “Macroeconomic Policy Debates,” to three important policy topics that recur frequently in macroeconomic debates: the role of government deficits, whether the Federal Reserve should target inflation or other objectives, and whether income or consumption should be taxed. 



My Econ La b



Both the text and supplement package provide ways for instructors and students to assess their knowledge and progress through the course. MyEconLab, the new standard in personalized online learning, is a key part of O’Sullivan, Sheffrin, and Perez’s integrated learning package for the eighth edition.



For the Instructor MyEconLab is an online course management, testing, and tutorial resource. Instructors can choose how much or how little time to spend setting up and using MyEconLab. Each chapter contains two Sample Tests, Study Plan Exercises, and Tutorial Resources. The online Gradebook records each student’s performance and time spent on the Tests and Study Plan and generates reports by student or by chapter. Instructors can assign tests, quizzes, and homework in MyEconLab using four resources: • Preloaded Sample Test questions • Problems similar to the end-of-chapter exercises • Test Bank questions • Self-authored questions using the Econ Exercise Builder



Exercises use multiple-choice, graph drawing, and free-response items, many of which are generated algorithmically so that each time a student works them, a different variation is presented. MyEconLab grades each of these problem types, even those with graphs. When working homework exercises, students receive immediate feedback with links to additional learning tools.



For the Student MyEconLab puts students in control of their learning through a collection of tests, practice, and study tools tied to the online, interactive version of the textbook, and other media resources. Within MyEconLab’s structured environment, students practice what they learn, test their understanding, and pursue a personalized Study Plan generated from their performance on Sample Tests and tests set by their instructors. At the core of MyEconLab are the following features: • Sample Tests, two per chapter • Personal Study Plan • Tutorial Instruction • Graphing Tool



Sample Tests Two Sample Tests for each chapter are preloaded in MyEconLab, enabling students to practice what they have learned, test their understanding, and identify areas in which they need further work. Students can study on their own, or they can complete assignments created by their instructor. Personal Study Plan Based on a student’s performance on tests, MyEconLab generates a personal Study Plan that shows where the student needs further study. The Study Plan consists of a series of additional practice exercises with detailed feedback and guided solutions that are keyed to other tutorial resources. Tutorial Instruction Launched from many of the exercises in the Study Plan, MyEconLab provides tutorial instruction in the form of step-by-step solutions and other media-based explanations. Graphing Tool A graphing tool is integrated into the Tests and Study Plan exercises to enable students to make and manipulate graphs. This feature helps students understand how concepts, numbers, and graphs connect. Additional MyEconLab Tools MyEconLab includes the following additional features: 1. Weekly News Update—This feature provides weekly updates during the school year of news items with links to sources for further reading and discussion questions. 2. eText — While students are working in the Study Plan or completing homework assignments, part of the tutorial resources available is a direct link to the
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3.



relevant page of the text so that students can review the appropriate material to help them complete the exercise. Glossary Flashcards —Every key term is available as a flashcard, allowing students to quiz themselves on vocabulary from one or more chapters at a time.



Real-Time Data Analysis New real-time data exercises that students can complete on MyEconLab. Real-Time Data Analysis Exercises allow instructors to assign problems which use up-to-the-minute data. Each RTDA exercise loads the appropriate and most currently available data from FRED®, a comprehensive and up-to-date data set maintained by the Federal Reserve Bank of St. Louis. Exercises are graded based on that instance of data, and feedback is provided. In the eText available in MyEconLab, select figures labeled MyEconLab Real-Time Data can upon student direction display a popup graph updated with real-time data from FRED®. MyEconLab content has been created over the years through the efforts of Charles Baum, Middle Tennessee State University; Peggy Dalton, Frostburg State University; Sarah Ghosh, University of Scranton; Russell Kellogg, University of Colorado, Denver; Bert G. Wheeler, Cedarville University; and Douglas A. Ruby, Noel Lotz, and Courtney Kamauf, Pearson Education. 



WHAT INSTRUCTOR’S SUPPLEMENTS DID WE DEVELOP?



A fully integrated teaching and learning package is necessary for today’s classroom. Our supplement package helps you provide new and interesting real-world Applications and assess student understanding of economics. The supplements are coordinated with the main text through the numbering system of the headings in each section. The major sections of the chapters are numbered (1.1, 1.2, 1.3, and so on), and that numbering system is used consistently in the supplements to make it convenient and flexible for instructors to develop assignments.



the student to go one step further than the material presented in the text. Questions are also classified as fact , definition , conceptual , and analytical . Fact questions test the student’s knowledge of factual information presented in the text. Definition questions ask the student to define an economic concept. Conceptual questions test the student’s understanding of a concept. Analytical questions require the student to apply an analytical procedure to answer the question. The test banks include tables and a series of questions asking students to solve for numeric values, such as profit or equilibrium output. There are also numerous questions based on graphs: Several questions ask students to interpret data presented in a graph, draw a graph on their own, and answer related questions. In each chapter there are several questions that support the Applications in the main book. There are also new questions to support the updated and new content in the main book. The Association to Advance Collegiate Schools of Business (AACSB) The authors of the test banks have connected questions to the general knowledge and skill guideline s found in the AACSB assurance of learning standards. Wh at Is th e AA CS B? AA CS B is a no t- fo r-pr of it corporation of educational institutions, corporations, and other organizations devoted to the promotion and improvement of higher education in business administration and accounting. A collegiate institution offering degrees in business administration or accounting may volunteer for AACSB accreditation review. The AACSB makes initial accreditation decisions and conducts periodic reviews to promote continuous quality improvement in management e ducation. Pearson Education is a proud member of the AACSB and is pleased to provide advice to help you apply AACSB assurance of learning standards. What Are AACSB Assurance of Learning Standards? One of the criteria for AACSB accreditation is quality of the curricula. Although no specific courses are required, the AACSB expects a curriculum to include learning experiences in the following areas: • Communication



Two Test Banks



• Ethical Reasoning



There are two test banks for Macroeconomics . Each test bank offers multiple-choice, true/false, and short-answer questions. The questions are referenced by topic and are presented in sequential order. Each question is keyed by degree of difficulty, with questions ranging on a scale of one to three. Easy questions involve straightfor ward recall of information in the text. Moderate questions require some analysis on the student’s part. Difficult questions usually entail more complex analysis and may require



• Analytic Skills • Use of Information Technology • Multiculturalism and Diversity • Reflective Thinking



Questions that test skills relevant to these guidelines are appropriately tagged. For example, a question testing the moral questions associated with externalities would receive the Ethical Reasoning tag.
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How Can Instructors Use the AACSB Tags? Tagged questions help you measure whether students are grasping the course content that aligns with the AACSB guidelines noted. In addition, the tagged questions may help instructors identify potential applications of these skills. This in turn may suggest enrichment activities or other educational experiences to help students achieve these skills.



1.



2.



For Macroeconomics… Test Bank 1, prepared by Randy Methenitis of Richland College, includes approximately 3,000 multiple-choice, true/false, short-answer, and graphing questions. Test Bank 2, prepared by Brian Rosario of California State University, Sacramento, contains over 3,000 multiple-choice, true/false, and short-answer questions. Both test banks are available in a computerized format using TestGen, test-generating software.



TestGen Macroeconomics banks 1 and 2 appear in print and as computer files that may be used with TestGen test-generating software. This test-generating program permits instructors to edit, add, or delete questions from the test bank; analyze test results; and organize a database of tests and student results. This software allows for flexibility and ease of use. It provides many options for organizing and displaying tests, along with a search and sort feature.



Instructor’s Resource Manual The instructor’s resource manual, revised by Jeff Phillips of Colby-Sawyer College, follows the textbook’s organization, incorporating extra Applications questions. manual also provides detailed outlines (suitable for use The as lecture notes) and solutions to all questions in the textbook. The instructor’s resource manual is also designed to help the instructor incorporate applicable elements of the supplement package. The instructor’s resource manual contains the following for each chapter: • Summary: a bulleted list of key topics in the chapter • Approaching the Material: student-friendly examples



to introduce the chapter



3.



A comp rehensive set of PowerPoint slides that can be used by instructors for class presentations. These PowerPoints, prepared by Brock Williams of Metr opolitan Community College, include all the graphs, tables, and equations in the textbook, as well as lecture notes that outline the chapter. A comprehensive set of PowerPoint sl ides with Classroom Response Systems (CRS) questions built in so that instructors can incorporate CRS “clickers” into their classroom lectures. This presentation is also prepared by Brock Williams of Me tr op ol it an Co mm un it y Co ll eg e. Fo r mo re information on Pearson’s partnership with CRS, see the following description. Instructors may download these PowerPoint presentations from the Instructor’s Resource Center (www.pearsonhighered.com/irc). A PDF version of the PowerPoint slides is also available as PDF files from the Instructor’s Resource Center. This version of the PowerPoint slides can be printed and used in class.



Instructor’s Resource Center on CD-ROM The test banks, TestGen files, instructor’s resource manuals, and PowerPoint slides are also available on this CD-ROM. Faculty can pick and choose from the various supplements and export them to their hard drive.



CourseSmart The Cou rse Sma rt eText book for the text is availa ble through www.coursesmart.com. CourseSmart goes beyond traditional expectations, providing instant, online access to the textbooks and course materials you need at a lower cost to students. And, even as students save money, you can save time and hassle with a digital textbook that allows you to search the most relevant content at the very moment you need it. Whether it’s evaluating textbooks or creating lecture notes to help students with difficult concepts, CourseSmart can make life a little easier. See how when you visit www.coursesmart.com/instructors.



• Chapter Outline: summary of definitions and concepts • Teaching Tips on how to encourage class participation



Instructor’s Resource Center Online



• Summary and discussion points for the Applications in



The instructor’s resource manual is also available for download from the Instructor’s Resource Center.



Th is pa ss wo rd -p rot ec te d si te is ac ce ss ib le fr om www.pearsonshighered.com/irc and hosts all of the resources previously listed: test banks, TestGen files, instructor’s resource manuals, and PowerPoint slides. Instructors can click on the “Help downloading Instructor Resources” link for easy-to-follow instructions on getting access or contact their sales representative for further information.



PowerPoint® Presentations



Classroom Response Systems



Thre e sets of PowerP oint slides are available for download from the Instructor’s Resource Center at www. pearsonshighered.com/irc .



Classroom Response Systems (CRS) is an exciting new wireless polling technology that makes large and small classrooms even more interactive because it enables instructors



the main text • New Applications and discussion questions • Solutions to all end-of-chapter exercises
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to pose questions to their students, record results, an d display those results instantly. Students can answer questions easily using compact remote-control transmitters. Pearson has partnerships with leading CRS providers and can show you everything you need to know about setting up and using a CRS system. We’ll provide the classroom hardware, text-specific PowerPoint slides, software, and support, and we’ll also show you how your students can benefit! Learn more at www.pearsonhighered.com/elearning.



wish to acknowledge the assistance of the many people who participated in this process.
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To acc omm odate different learning styles and busy student lifestyles, we provide a variety of print and online supplements.



Study Guide The study guide, created by David Eaton of Murray State University, reinforces economic concepts and Applications from the main book and helps students assess their learning. Each chapter of the study guide includes the following features: 
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1



Economics is the science of choice, exploring the choices made by individuals and organizations. Over the last few centuries, these choices have led to substantial gains in the standard of living around the globe. In the United States, the typical person today has roughly seven times the income and purchasing power of a person 100 years ago. Our prosperity is the result of choices made by all sorts of people, including inventors, workers, entrepreneurs, and the people who saved money and loaned it to others to invest in machines and other tools of production. One reason we have prospered is greater efficiency: We have discovered better ways to use our resources—raw materials, time, and energy—to produce the goods and services we value. As an illustration of changes in the standard of living and our growing prosperity, let’s compare the way people listened to music in 1891 with how we listen today. You can buy an iPod shuffle® for $49 and fill it with 500 songs at $0.99 each. If you earn a wage of $15 per hour, it would take you about 36 hours of work to purchase and then fill an iPod. Back in 1891, the latest technological marvel was Thomas Edison’s cylinder phonograph, which played music recorded on 4-inch cylinders. Imagine that you lived back then and wanted to get just as much music as you could fit on an iPod. Given the wages and prices in 1891, it would take you roughly 800 hours of work to earn enough money to buy the phonograph and all the cylinders. And if you wanted to keep your music with you, you would need 14 backpacks to carry the cylinders. Although prosperity and efficiency are widespread, they are not universal. In some parts of the world, many people live in poverty. For example, in sub-Saharan Africa 388 million people—about half the population—live on less than $1.25 per day. And in all nations of the world, inefficiencies still exist, with valuable resources being wasted. For example, each year the typical urban commuter in the United States wastes more than 47 hours and $84 worth of gasoline trapped in rush hour traffic.



LEARNING



OBJECTIVE



S



•



List the three key economic questions.



•



List three ways to use macroeconomics.



•



Discuss the insights from economics for a real-world problem such as congestion.



•



List three ways to use microeconomics.



•



List the four elements of the economic way of thinking.



My Econ Lab My Econ Lab helps you master each objective and study more efficiently.
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e



conomics provides a framework to diagnose all sorts of problems faced by society and then helps create and evaluate various proposals to solve them. Economics can help us develop strategies to replace poverty with prosperity, and to replace waste with efficiency. In this chapter, we explain what economics is and how we all can use economic analysis to think about practical problems and solutions.



1.1



What Is Economics?



scarcity The resources we use to produce goods and services are limited.



Economists use the word scarcity to convey the idea that resources—the things we use to produce goods and services—are limited, while human wants are unlimited. Therefore, we cannot produce everything that everyone wants. As the old saying goes,



economics The study of choices when there is scarcity.



you always itget what youtrade-offs. want. Economics the choices we make when therecan’t is scarcity; is all about Here arestudies some examples of scarcity and the trade-offs associated with making choices: • You have a limited amount of time. If you take a part-time job, each hour on the job means one fewer hour for study or play. • A city has a limited amount of land. If the city uses an acre of land for a park, it has one fewer acre for housing, retailers, or industry. • You have limited income this year. If you spend $17 on a music CD, that’s $17 fewer you have to spend on other products or to save.



factors of production The resources used to produce goods and services; also known as production inputs or resources. natural resources Resources provided by nature and used to produce goods and services. labor Human effort, including both physical and mental effort, used to produce goods and services.



physical capital The stock of equipment, machines, structures, and infrastructure that is used to produce goods and services. human capital The knowledge and skills acquired by a worker through education and experience and used to produce goods and services. entrepreneurship The effort used to coordinate the factors of production—natural resources, labor, physical capital, and human capital—to produce and sell products.



People produce goods (music CDs, houses, and parks) and services (the advice of physicians and lawyers) by using one or more of the following five factors of production , also called production inputs or simply resources: • Natural resources are provided by nature. Some examples are fertile land, mineral deposits, oil and gas deposits, and water. Some economists refer to all types of natural resources as land. • Labor is the physical and mental effort people use to produce goods and services. • Physical capital is the stock of equipment, machines, structures, and infrastructure that is used to produce goods and services. Some examples are forklifts, machine tools, computers, factories, airports, roads, and fiberoptic cables. • Human capital is the knowledge and skills acquired by a worker through education and experience. Every job requires some human capital: To be a surgeon, you must learn anatomy and acquire surgical skills. To be an accountant, you must learn the rules of accounting and acquire computer skills. To be a musician, you must learn to play an instrument. • Entrepreneurship is the effort used to coordinate the factors of production— natural resources, labor, physical capital, and human capital—to produce and sell products. An entrepreneur comes up with an idea for a product, decides how to produce it, and raises the funds to bring it to the market. Some examples of entrepreneurs are Bill Gates of Microsoft, Steve Jobs of Apple Computer, Howard Schultz of Starbucks, and Ray Kroc of McDonald’s. Given our limited resources, we make our choices in a variety of ways. Sometimes we make our decisions as individuals, and other times we participate in collective decision making, allowing the government and other organizations to choose for us. Many of our choices happen within markets , institutions or arrangements that enable us to buy and sell things. For example, most of us participate in the labor market, exchanging our time for money, and we all participate in consumer markets, exchanging money for food and clothing. But we make other choices outside
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markets—from our personal decisions about everyday life to our political choices about matters that concern society as a whole. What unites all these decisions is the notion of scarcity: We can’t have it all; there are trade-offs. Economists are always reminding us that there is scarcity—there are trade-offs in everything we do. Suppose that in a conversation with your economics instructor you share your enthusiasm about an upcoming launch of the space shuttle. The economist may tell you that the resources used for the shuttle could have been used instead for an unmanned mission to Mars. By introducing the notion of scarcity into your conversation, your instructor is simply reminding you that there are trade-offs, that one thing (a Mars mission) is sacrificed for another (a shuttle mission). Talking about alternatives is the first step in a process that can help us make better choices about how to use our resources. For example, we could compare the scientific benefits of a shuttle mission to the benefits of a Mars mission and choose the mission with the greater benefit.



Positive versus



Normative Analysis



Economics doesn’t tell us what to choose—shuttle mission or Mars mission—but simply helps us to understand the trade-offs. President Harry S. Truman once remarked, All my economists say, “On the one hand, . . . ; On the other hand, . . . .” Give me a onehanded economist!



An economist might say, “On the one hand, we could use a shuttle mission to do more experiments in the gravity-free environment of Earth’s orbit; on the other hand, we could use a Mars mission to explore the possibility of life on other planets.” In using both hands, the economist is not being evasive, but simply doing economics, discussing the alternative uses of our resources. The ultimate decision about how to use our resources—shuttle mission or Mars exploration—is the responsibility of citizens or their elected officials. Most modern economics is based on positive analysis , which predicts the consequences of alternative actions by answering the question “What is?”Normative or “What will be ?” A second type of economic reasoning is normative in nature. analysis answers the question “What ought to be?” In Table 1.1 , we compare positive questions to normative questions. Normative questions lie at the heart of policy debates. Economists contrib ute to policy debates by conducting positive analyses of the consequences of alternative actions. For example, an economist could predict the effects of an increase in the minimum wage on the number of people employed nationwide, the income of families with minimum-wage workers, and consumer prices. Armed with the conclusions of the economist’s positive analysis, citizens and policymakers could then make a TABLE 1.1 Comparing Positive and Normative Questions Positive Questions



Normative Questions



• If the government increases the minimum wage, how many workers will lose their jobs? • If two office-supply firms merge, will the price of office supplies increase?



• Should the government increase the minimum wage? • Should the government block the merger of two office-supply firms?



• How does a college education affect a person’s productivity and earnings? • How do consumers respond to a cut in income taxes? • If a nation restricts shoe imports, who benefits and who bears the cost?



• Should the government subsidize a college education? • Should the government cut taxes to stimulate the economy? • Should the government restrict imports?



positive analysis Answers thebequestion “What is?” or “What will ?”



normative analysis Answers the question “What ought to be?”
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normative decision about whether to increase the minimum wage. Similarly, an economist could study the projects that could be funded with $1 billion in foreign aid, predicting the effects of each project on the income per person in an African country. Armed with this positive analysis, policymakers could then decide which projects to support. Economists don’t always reach the same conclusions in their positive analyses. The disagreements often concern the magnitude of a particular effect. For example, most economists agree that an increase in the minimum wage will cause unemployment, but disagree about how many people would lose their jobs. Similarly, economists agree that spending money to improve the education system in Africa will increase productivity and income, but disagree about the size of the increase in income.



T h e T h r e e K e y Ec o n o m i c Q u e s t i o n s : What, How, and Who? We make economic decisions at every level in society. Individuals decide what products to buy, what occupations to pursue, and how much money to save. Firms decide what goods and services to produce and how to produce them. Governments decide what projects and programs to complete and how to pay for them. The choices of individuals, firms, and governments answer three questions: 1 What products do we produce? Trade-offs exist: If a hospital uses its resources to



perform more heart transplants, it has fewer resources to care for premature infants. 2 How do we produce the products? Alternative means of production are available: Power companies can produce electricity with coal, natural gas, or wind power. Professors can teach in large lecture halls or small classrooms. 3 Who consumes the products? We must decide how to distribute the products of society. If some people earn more money than others, should they consume more goods? How much money should the government take from the rich and give to the poor? As we’ll see later in the book, most of these decisions are made in markets, where prices play a key role in determining what products we produce, how we produce them, and who gets the products. In Chapter 3, we’ll examine the role of markets in modern economies and the role of government in market-based economies.



Economic Models



economic model A simplified representation of an economic environment, often employing a graph.



Economists use economic models to explore the choices people make and the consequences of those choices. An economic model is a simplified representation of an economic environment, with all but the essential features of the environment eliminated. An economic model is an abstraction from reality that enables us to focus our attention on what really matters. As we’ll see throughout the book, most economic models use graphs to represent the economic environment. To see the rationale for economic modeling, consider an architectural model. An architect builds a scale model of a new building and uses the model to show how the building will fit on a plot of land and blend with nearby buildings. The model shows the exterior features of the building, but not the interior features. We can ignore the interior features because they are unimportant for the task at hand—seeing how the building will fit into the local environment. Economists build models to explore decision making by individuals, firms, and other organizations. For example, we can use a model of a profit-maximizing firm to predict how a firm will respond to increased competition. If a new car stereo
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store opens up in your town, will the old firms be passive and simply accept smaller market shares, or will they aggressively cut their prices to try to drive the new rival out of business? The model of the firm includes the monetary benefits and costs of doing business, and assumes that firms want to make as much money as possible. Although there may be other motives in the business world—to have fun or to help the world—the economic model ignores these other motives. The model focuses our attention on the profit motive and how it affects a firm’s response to increased competition.



1.2



Economic Analysis and Modern Problems



Economic analysis provides important insights into real-world problems. To explain how we can use economic analysis in problem solving, we provide three examples. You’ll see these examples again in more detail later in the book.



Economic View o



f Traffic



Congestion



Consider first the problem of traffic congestion. According to the Texas Transportation Institute, the typical U.S. commuter wastes about 47 hours per year because of traffic congestion.1 In some cities, the time wasted is much greater: 93 hours in Los Angeles, 72 hours in San Francisco, and 63 hours in Houston. In addition to time lost, we also waste 2.3 billion gallons of gasoline and diesel fuel each year. To an economist, the diagnosis of the congestion problem is straightforward. When you drive onto a busy highway during rush hour, your car takes up space and decreases the distance between the vehicles on the highway. A driver’s normal reaction to a shorter distance between moving cars is to slow down. So when you enter the highway, you force other commuters to slow down and thus spend more time on the highway. If each of your 900 fellow commuters spends just two extra seconds on the highway, you will increase the total travel time by 30 minutes. In deciding whether to use the highway, you will presumably ignore these costs you impose on others. Similarly, your fellow commuters ignore the cost they impose on you and others when they enter the highway. Because no single commuter pays the full cost (30 minutes), too many people use the highway, and everyone wastes time. One possible solution to the congestion problem is to force people to pay for using the road, just as they pay for gasoline and tires. The government could impose a congestion tax of $8 per trip on rush-hour commuters and use a debit card system to collect the tax: Every time a car passes a checkpoint, a transponder would charge the commuter’s card. Traffic volume during rush hours would then decrease as travelers (a) shift their travel to off-peak times, (b) switch to ride sharing and mass transit, and (c) shift their travel to less congested routes. The job for the economist is to compute the appropriate congestion tax and predict the consequences of imposing it.



Economic View o



f Poverty in



Africa



Consider next the issue of poverty in Africa. In the final two decades of the twentieth century, the world economy grew rapidly, and the average per capita income (income per person) increasedAfrica by about 35 percent. contrast, the economies poverty-stricken sub-Saharan shrank, and perIncapita income decreasedof by about 6 percent. Africa is the world’s second-largest continent in both area and population and accounts for more than 12 percent of the world’s human population. Figure 1.1 shows a map of Africa. The countries of sub-Saharan Africa are highlighted in orange.
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Regional Office for West and Central Africa Mauritania



Cape Verde



Mali Niger Eritrea Chad Senegal Sudan Burkina Gambia Djibouti Faso Guinea Bissau Nigeria Somalia Guinea Benin Central Sierra Leone Ethiopia African Republic Liberia Cote Regional Office Cameroon d’Ivoire Uganda for Eastern and Dem. Rep. Kenya of Congo Southern Africa Ghana Gabon Rwanda Togo Seychelles Congo Burundi Tanzania Angola Malawi
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FIGURE 1.1



Map of Africa Africa is the world’s second-largest continent in both area and population, and accounts for more than 12 percent of the world’s human population. The countries of sub-Saharan Africa are highlighted in orange. SOURCE: web.worldbank.org/WEBSITE/EXTERNAL/COUNTRIES/AFRICA



Economists have found that as a nation’s economy grows, its poorest households share in the general prosperity. 2 Therefore, one way to reduce poverty in sub-Saharan Africa is to increase economic growth. Economic growth occurs when a country expands its production facilities (machinery and factories), improves its public infrastructure (highways and water systems), widens educational opportunities, and adopts new technology. The recent experience of sub-Saharan Africa is somewhat puzzling because in the last few decades the region has expanded educational opportunities and received large amounts of foreign aid. Some recent work by economists on the sources of growth suggests that institutions such as the legal system and the regulatory environment also play key roles in economic growth. 3 In sub-Saharan Africa, a simple legal dispute about a small debt takes about 30 months to resolve, compared to 5 months in the United States. In Mozambique, it takes 174 days to complete the procedures required to set up a business, compared to just 2 days in Canada. In many cases, institutions impede rather than encourage the sort of investment and risk taking—called entrepreneurship—that causes economic growth and reduces poverty. As a consequence, economists and policymakers are exploring ways to reform the region’s institutions. They are also challenged with choosing among development projects that will generate the biggest economic boost per dollar spent—the biggest bang per buck.



Economic View o



f the Current



World Recession



Over the last several decades, the U.S. economy has performed well and has raised our standard of living. The general consensus was that our policymakers had learned to manage the economy effectively. Although the economy faltered at times, policymakers seemed to know how to restore growth and prosperity. That is why the financial crisis and the recession that began in late 2007 has so shaken the confidence of people in the United States and around the world. The problems started innocently enough, with a booming market for homes that was fueled by easy credit from financial institutions. But we later discovered that many
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purchasers of homes and properties could not really afford them, and when many homeowners had trouble making their mortgage payments, the trouble spread to banks and other financial institutions. As a result, businesses found it increasingly difficult to borrow money for everyday use and investment, and economic activity around the world began to contract. The major countries of the world have implemented aggressive policies to try to halt this downturn. Policymakers want to avoid the catastrophes that hit the global economy in the 1930s. Fortunately, they can draw on many years of experience in economic policy to guide the economy during this difficult time.



1.3



The Economic Way of Thinking



How economists think about problems and decision making? The economic way ofdothinking is best summarized by British economist John Maynard Keynes (1883–1946):4 The theory of economics does not furnish a body of settled conclusions immediately applicable to policy. It is a method rather than a doctrine, an apparatus of the mind, a technique of thinking which helps its possessor draw correct conclusions.



Let’s look at the four elements of the economic way of thinking.



Use Assumptions to



Simplify



Economists use assumptions to make things simpler and focus attention on what really matters. If you use a road map to plan a car trip from Seattle to San Francisco, you make two unrealistic assumptions to simplify your planning: • The earth is flat: The flat road map doesn’t show the curvature of the earth. • The roads are flat: The standard road map doesn’t show hills and valleys. Instead of a and map,San youFrancisco, could usebut a globe that shows all thedetails topographical features between Seattle you don’t need those to plan your trip. A map, with its unrealistic assumptions, will suffice because the curvature of the earth and the topography of the highways are irrelevant to your trip. Although your analysis is based on two unrealistic assumptions, that does not mean your analysis is invalid. Similarly, if economic analysis is based on unrealistic assumptions, that doesn’t mean the analysis is faulty. What if you decide to travel by bike instead of by automobile? Now the assumption of flat roads really matters, unless of course you are eager to pedal up and down mountains. If you use a standard map, and thus assume there are no mountains between the two cities, you may inadvertently pick a mountainous route instead of a flat one. In this case, the simplifying assumption makes a difference. The lesson is that we must think carefully about whether a simplifying assumption is truly harmless.



Isolate Variables—



Ceteris Paribus



Economic analysis often involves variables and how they affect one another. A variable is a measure of something that can take on different values, for example, your gradevariables—like point average.the Economists arebetween interested exploring relationships between of two relationship theinprice of apples and the quantity apples consumers purchase. Of course, the quantity of apples purchased depends on many other variables, including the consumer’s income. To explore the relationship between the quantity and price of apples, we must assume that the consumer’s income—and anything else that influences apple purchases—doesn’t change during the time period we’re considering.



variable A measure of something that can take on different values.
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ceteris paribus The Latin expression meaning that other variables are held fixed.



Alfred Marshall (1842–1924) was a British economist who refined the economic model of supply and demand and provided a label for this process.5 He picked one variable that affected apple purchases (price) and threw the other variable (income) into what he called the “pound” (in Marshall’s time, the “pound” was an enclosure for holding stray cattle; nowadays, a pound is for stray dogs). That variable waited in the pound while Marshall examined the influence of the first variable. Marshall labeled the pound ceteris paribus, the Latin expression meaning that other variables are held fixed: . . . the existence of other tendencies is not denied, but their disturbing effect is neglected for a time. The more the issue is narrowed, the more exactly can it be handled.



This book contains many statements about the relationship between two variables. For example, the quantity of computers produced by Dell depends on the price of computers, the wage of computer workers, and the cost of microchips. When we say, “An increase in the price of computers increases the quantity of computers produced,” we are assuming that the other two variables—the wage and the cost of microchips— do not change. That is, we apply the ceteris paribus assumption.



T h in k a t t h e M a r g i n



marginal change A small, one-unit change in value.



Economists often consider how a small change in one variable affects another variable and what impact that has on people’s decision making. In other words, if circumstances change only slightly, how will people respond? A small, one-unit change in value is called a marginal change. The key feature of marginal change is that the first variable changes by only one unit. For example, you might ask, “If I study just one more hour, by how much will my exam score increase?” Economists call this process “thinking at the margin.” Thinking at the margin is like thinking on the edge. You will encounter marginal thinking throughout this book. Here are some other marginal questions: • If I keep my barber shop open one more hour, by how much will my revenue increase? • If I stay in school and earn another degree, by how much will my lifetime earnings increase? • If a car dealer hires one more sales associate, how many more cars will the dealer sell? As we’ll see in the next chapter, economists use the answer to a marginal question as a first step in deciding whether to do more or less of something, for example, whether to keep your barber shop open one more hour.



Rational People Respond



to Incentives



A key assumption of most economic analysis is that people act rationally, meaning they act in their own self-interest. Scottish philosopher Adam Smith (1723–1790), who is also considered the founder of economics, wrote that he discovered within humankind6 a desire of bettering our condition, a desire which, though generally calm and dispassionate, comes with us from the womb, and never leaves us until we go to the grave.



Smith didn’t say people are motivated exclusively by self-interest, but rather that self-interest is more powerful than kindness or altruism. In this book, we will assume that people act in their own self-interest. Rational people respond to incentives. When the payoff, or benefit, from doing something changes, people change their behavior to get the benefit.
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INCENTIVES TO BUY HYBRID VEHICLES APPLYING THE CONCEPTS #1: How do people respond to incentives?



Consider the incentives to buy a hybrid vehicle, which is more fuel efficient but more expensive than a gas-powered vehicle. Between 2000 and 2007, the number of hybrid vehicles increased from fewer than 10,000 vehicles to more than 340,000 vehicles. Over this period, the price of gasoline increased significantly, and the higher price of gasoline was responsible for roughly one third of the hybrid vehicles purchased in 2007. An additional factor in hybrid purchases was a federal subsidy of up to $3,400 per hybrid vehicle. The subsidy was responsible for roughly one fifth of the hybrid vehicles purchased in 2007. The increase in the number of hybrid vehicles decreased the emission of the greenhouse gas carbon dioxide (CO 2). How efficient is the hybrid subsidy in reducing CO 2? On average, the cost of abating one ton of CO 2 through the hybrid subsidy is $1 77. There are less costly ways to reduce CO 2 emissions, including building insulation, energy-efficient lighting, reforestation, and switching to electric power systems that use fuels that generate less CO 2. For example, a switch from coal to natural gas in power plants reduces CO 2 emissions at less than one third the cost associated with the hybrid subsidy. Related to Exercise 3.4 .



SOURCE: Based on Arie Beresteanu and Shanjun Li, “Gasoline Prices, Government Support, and the Demand for Hybrid Vehicles in the United States,” International Economic Review 52 (2011), pp. 161–182.



Example: London Addresses



Its Congestion Prob



lem



To illustrate the economic way of thinking, let’s consider again how an economist would approach the problem of traffic congestion. Recall that each driver on the highway slows down other drivers but ignores these time costs when deciding whether to use the highway. If the government imposes a congestion tax to reduce traffic during rush hour, the economist is faced with a question: How high should the tax be? To determine the appropriate congestion tax, an economist would assume that people respond to incentives and use the three other elements of the economic way of thinking: • Use assumptions to simplify. To simplify the problem, we would assume that every car has the same effect on the travel time of other cars. Of course, this is unrealistic because people drive cars of different sizes in different ways. But the alternative—looking at the effects of each car on travel speeds—would needlessly complicate the analysis. • Isolate variables—use ceteris paribus. To focus attention on the effects of a congestion tax on the number of cars using the highway, we would make the ceteris paribus assumption that everything else that affects travel behavior—the price of gasoline, bus fares, and consumer income—remains fixed. • Think at the margin. To think at the margin, we would estimate the effects of adding one more car to the highway. Now consider the marginal question: If we add one more car to the highway, by how much does the total travel time for commuters increase? Once we answer this question, we can determine the cost imposed by the marginal driver. If the marginal driver forces each of
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THE ECONOMIC SOLUTION TO SPAM APPLYING THE CONCEPTS #2: What is the role of prices in allocating resources?



Spam—unwanted commercial e-mail—torments people around the world, interrupting their work and congesting their computer networks. What’s more, spam is spreading to cell phones, with annoying beeps to announce its arrival and sometimes a $0.20 charge to the recipient. A spammer pays nothing to send a million e-mail messages, but earns a profit if just a few people buy an advertised product. The first response to the spam problem was a system of e-mail filters to separate spam from legitimate e-mail. When that didn’t work, many states passed laws that made spam illegal. Despite these efforts, the spam problem persists. The economic approach to spam is to establish a price for commercial e-mail. One idea is to follow the lead of snail mail and require a $0.01 electronic stamp for each commercial e-mail message. A bundle of one million e-mails would cost $10,000, so if a spammer expects just a few people to buy an advertised product, spamming won’t be profitable. A second approach is to charge senders a penalty of $1 for each e-mail that is declared “unwanted” by a recipient. If each e-mail account has a credit limit of $200, the sender’s internet service provider (ISP) would shut down an account once it receives 200 complaints. This actually solves the problem of viral spam because if a virus turns your grandmother’s computer into a spam machine, her account will be shut down—and the spreading of the virus will stop—after 200 complaints. Of course, the ISP must be clever enough to quickly realize that grandma is not a spammer, and then reconnect her. Related to Exercise 3.5 . SOURCES: Based on “Make ’em Pay: The Fight against Spam,”Economist, February 14, 2004, 58; Laura M. Holson, “Spam Moves to Cellphones and Gets More Invasive,” New York Times, May 10, 2008.



the 900 commuters to spend two extra seconds on the highway, total travel time increases by 30 minutes. If the value of time is, say, $16 per hour, the appropriate congestion tax would be $8 (equal to $16 × 1/2 hour). If the idea of charging people for using roads seems odd, consider the city of London, which for decades had experienced the worst congestion in Europe. In February 2003, the city imposed an $8 tax per day to drive in the city between 7:00 . . and 6:30 . . The tax reduced traffic volume and cut travel times for cars and buses in half. Because the tax reduced the waste and inefficiency of congestion, the city’s economy thrived. Given the success of London’s ongoing congestion tax, other cities, including Toronto, Singapore, and San Diego, have implemented congestion pricing.



1.4 macroeconomics The study of the nation’s economy as a whole; focuses on the issues of inflation, unemployment, and economic growth.



Preview of Coming Attractions: Macroeconomics



The field of economics is divided into two categories: macroeconomics and microeconomics. Macroeconomics is the study of the nation’s economy as a whole; it focuses on the issues of inflation (a general rise in prices), unemployment, and economic growth. These issues are regularly discussed on Web sites, in newspapers, and on television. Macroeconomics explains why economies grow and change and why economic growth is sometimes interrupted. Let’s look at three ways we can use macroeconomics.



 PART 1



Using Macroeconomics Why Economies Grow



to Understand



As we discussed earlier in the chapter, the world economy has been growing in recent decades, with per capita income increasing by about 1.5 percent per year. Increases in income translate into a higher standard of living for consumers—better cars, houses, and clothing and more options for food, entertainment, and travel. People in a growing economy can consume more of all goods and services because the economy has more of the resources needed to produce these products. Macroeconomics explains why resources increase over time and the consequences for our standard of living. Let’s look at a practical question about economic growth. Why do some countries grow much fast er than others? Between 1960 and 2001, the economic growth rate was 2.2 percent per year in the United States, compared to 2.3 percentactually in Mexico and and 2.7 percent in France. But in some countries, the economy shrunk, per capita income dropped. Among the countries with declining income were Sierra Leone and Haiti. In the fastestgrowing countries, citizens save a large fraction of the money they earn. Firms can then borrow the funds saved to purchase machinery and equipment that make their workers more productive. The fastest-growing countries also have well-educated workforces, allowing firms to quickly adopt new technologies that increase worker productivity.



Using Macroeconomics to Fluctuations



Understand Economic



All economies, including those that experience a general trend of rising per capita income, are subject to economic fluctuations, including periods when the economy temporarily shrinks. During an economic downturn, some of the economy’s resources—natural resources, labor, physical capital, human capital, and entrepreneurship—are idle. Some workers are unemployed, and some factories and stores are closed. By contrast, sometimes the economy grows too rapidly, causing prices to rise. Macroeconomics helps us understand why these fluctuations occur—why the economy sometimes cools and sometimes overheats—and what the government can do to moderate the fluctuations. Let’s look at a practical question about economic fluctuations. Should Congress and the president do something to reduce the unemployment rate? For example, should the government cut taxes to free up income to spend on consumer goods, thus encouraging firms to hire more workers to produce more output? If unemployment is very high, the government may want to reduce it. However, it is important not to reduce the unemployment rate too much, because, as we’ll see later in the book, a low unemployment rate will cause inflation.



Using Macroeconomics to Decisions



Make Informed Business



A third reason for studying macroeconomics is to make informed business decisions. As we’ll see later in the book, the government uses various policies to influence interest rates (the price of borrowing money) and the inflation rate. A manager who intends to borrow money for a new factory or store could use knowledge of macroeconomics to predict the effects of current policies on interest ratesmust and keep then decide whether to borrow the money now public or later. Similarly, a manager an eye on the inflation rate to help decide how much to charge for the firm’s products and how much to pay workers. A manager who studies macroeconomics will be better equipped to understand the complexities of interest rates and inflation and how they affect the firm.
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1.5 microeconomics The study of the choices made by households, firms, and government and how these choices affect the markets for goods and services.



Preview of Coming Attractions: Microeconomics



Microeconomics is the study of the choices made by households (an individual or a group of people living together), firms, and government and how these choices affect the markets for goods and services. Let’s look at three ways we can use microeconomic analysis.



Using Microeconomics and Predict Changes



to Understand



Markets



One reason for studying microeconomics is to better understand how markets work and to predict how various events affect the prices and quantities of products in markets. In this book, we answer many practical questions about markets and how they operate. Let’s look at a practical question that can be answered with some simple economic analysis. How would a tax on beer affect the number of highway deaths among young adults? Research has shown that the number of highway fatalities among young adults is roughly proportional to the total amount of beer consumed by that group. A tax on beer would make the product more expensive, and young adults, like other beer drinkers, would therefore consume less of it. Consequently, a tax that decreases beer consumption by 10 percent will decrease highway deaths among young adults by about 10 percent, too.



Using Microeconomics to Decisions



Make Personal and



Managerial



On the personal level, we use economic analysis to decide how to spend our time, what career to pursue, and how to spend and save the money we earn. Managers use economic analysis to decide how to produce goods and services, how much to produce, andquestion how much to charge someone for them. considering Let’s use some economic analysis to look at a practical confronting starting a business. If the existing coffee shops in your city are profitable and you have enough money to start your own shop, should you do it? If you enter this market, the competition among the shops for consumers will heat up, causing some coffee shops to drop their prices. In addition, your costs may be higher than the costs of the stores that are already established. It would be sensible to enter the market only if you expect a small drop in price and a small difference in costs. Indeed, entering what appears to be a lucrative market may turn out to be a financial disaster.



Using Microeconomics to



Evaluate Public Policies



Although modern societies use markets to make most of the decisions about production and consumption, the government does fulfill several important roles. We can use economic analysis to determine how well the government performs its roles in the market economy. We can also explore the trade-offs associated with various public policies. Let’s look at a practical question about public policy. Like other innovations, prescription drugs are protected by government patents, giving the developer the exclusive right to sell a new drug for a fixed period of time. Once the patent expires, other pharmaceutical companies can legally produce and sell generic versions of the drug, which causes its price to drop. Should drug patents be shorter? Shortening the patent has trade-offs. The good news is that generic versions of the drug will be available sooner, so prices will drop sooner and more people will use the drug to improve their health. The bad news is that the financial payoff from



 developing new drugs will be smaller, so pharmaceutical companies won’t develop as many new drugs. The question is whether the benefit of shorter patents (lower prices) exceeds the cost (fewer drugs developed).



SUMMARY Economics is about making 3 The choices made by individuals, firms, and gover nment s choices when options are answer three questions: What products do we produce? How limited. Options in an econdo we produce the products? Who consumes the products? omy are limited because the 4 To think like an economist, we (a) use assumptions to simplify, factors of production are lim(b) use the notion of ceteris paribus to focus on the relationited. We can use economic ship between two variables, (c) think in marginal terms, and analysis to understand the (d) assume that rational people respond to incentives. consequences of our choices 5 We use macroeconomics to understand why economies grow, as individuals, organizations, and society as a whole. Here are the to understand economic fluctuations, and to make informed main points of the chapter: business decisions. 1 Most of modern economics is based on positive analysis, which 6 We use microeconomics to understand how markets work, to answers the question “What is?” or “What will be?” Economists make personal and managerial decisions, and to evaluate the contribute to policy debates by conducting positive analyses merits of public policies. about the consequences of alternative actions. 2 Normative analysis answers the question “What ought to be?”



KEY TERMS ceteris paribus, p. 8



labor, p. 2



normative analysis, p. 3



economic model, p. 4



macroeconomics, p. 10



physical capital, p. 2



economics, p. 2



marginal change, p. 8



positive analysis, p. 3



entrepreneurship, p. 2 factors of production, p. 2



microeconomics, p. 12 natural resources, p. 2



scarcity, p. 2 variable, p. 7



human capital, p. 2



EXERCISES 1.1



All problems are assignable in MyEconLab.



What Is Economics? 1.4



1.1



1.2 1.3



The three basic economic questions a society must answer are products do we produce? do we produce the products? consumes the products? List the five factors of production. Which of the following statements is true? a. Positive statements answer questions like “What will happen if . . .?” Normative economic statements answer questions like “What ought to happen to . . .?” b. Normative statements answer questions like “What will happen if . . .?” Positive economic statements answer questions like “What ought to happen to . . .?”



c. Most modern economics is based on normative analysis. Indicate whether each of the following questions is normative or positive. a. Should your city build levees strong enough to protect the city from Category Five hurricanes? b. How did Hurricane Katrina affect housing prices in New Orleans and Baton Rouge? c. Who should pay for a new skate park? d. Should a school district increase teachers’ salaries by 20 percent? e. Would an increase in teachers’ salaries improve the average quality of teachers?
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 1.2 2.1



2.2



Economic Analysis and Modern Problems



What is the economist’s solution to the congestion problem? a. Require people to carpool. b. Charge a toll during rush hour. c. Require people to move closer to their jobs. d. No economist would suggest any of the above. Some recent work by economists on the sources of growth suggests that institutions such as the and the play key roles in economic growth.



3.3



3.4



3.5



3.6



1.3 3.1 3.2
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The Economic Way of Thinking



A road map incorporates two unrealistic assumptions: (1) and (2) . The four elements of the economic way of thinking are (1) use to simplify the analysis, (2) explore the relationship between two variables by , (3) think at the , and (4) rational people respond to .



Which of the following is the Latin expression meaning other things being held fixed ? a. setiferous proboscis b. ceteris paribus c. e pluribus unum d. tres grand fromage The federal subsidy for hybrid cars was responsible for roughly of the hybrid cars purchased in 2007. (Related to Application 1 on page 9.) The economic approach to spam is to follow the lead of and establis h a for e-mail. (Related to Application 2 on page 10.) True or False: Adam Smith suggested that people are motivated solely by self-interest.



 APPENDIX USING GRAPHS AND PERCENTAGES Economists use several types of graphs to present data, represent relationships between variables, and explain concepts. In this appendix, we review the mechanics of graphing variables. We’ll also review the basics of computing percentage changes and using percentages to compute changes in variables.



1A.1 Using Graphs A quick flip through the book will reveal the importance of graphs in economics. Every chapter has at least several graphs, and many chapters have more. Although it is possible to do economics without graphs, it’s a lot easier with them in your toolbox.



Graphing



Single Variables



As we saw earlier in Chapter 1, a variable is a measure of something that can take on different values. Figure 1A.1 shows two types of graphs, each presenting data on a single variable. Panel A uses a pie graph to show the breakdown of U.S. music sales by type of music. The greater the sales of a type of music, the larger the pie slice. For example, the most popular type is rock music, comprising 24 percent of the market. The next largest type is country, followed by rap/hip-hop, R&B/urban, and so on. Panel B of Figure 1A.1 uses a bar graph to show the revenue from foreign sales (exports) of selected U.S. industries. The larger the revenue, the taller the bar. For example, the bar for computer software, with export sales of about $60 billion, is over three times taller than the bar for motion pictures, TV, and video, with export sales of $17 billion.
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Graphs of Single Variables
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(A) Pie Graph for Types of Recorded Music Sold in the United States SOURCE: Author’s calculations based on Recording Industry Association of America,“2004 Consumer Profile.”
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(B) Bar Graph for U.S. Export Sales of Copyrighted Products SOURCE: Author’s calculations based on International Intellectual Property Alliance, “Copyright Industries in the U.S. Economy, 2004 Report.”
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 A third type of single-variable graph shows how the value of a variable changes over time. Panel A of Figure 1A.2 shows a time-series graph, with the total dollar value of a hypothetical industry for years 1 through 10. Time is measured on the horizontal axis, and sales are measured on the vertical axis. The height of the line in a particular year shows the value in that year. For example, in Year 1 the value was $12.32 billion. After reaching a peak of $14.59 billion in Year 5, the value dropped over the next several years. $14 12 ) n o i lli b $ ( s e l sa l ta o T
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(B) Truncated Vertical Axis ▲



FIGURE 1A.2



Time-Series Graph 16



 Panel B of Figure 1A.2 shows a truncated version of the graph in Panel A. The double hash marks in the lower part of the vertical axis indicate that the axis doesn’t start from zero. This truncation of the vertical axis exaggerates the fluctuations in total sales.



Graphing Two



Variables



We can also use a graph to show the relationship between two variables. Figure 1A.3 shows the basic elements of a two-variable graph. One variable is measured along the horizontal, or x, axis, while the other variable is measured along the vertical, or y, axis. The srcin is the intersection of the two axes, where the values of both variables are zero. Dashed lines show the values of the two variables at a particular point. For example, for point a, the value of the horizontal, or x, variable is 10, and the value of the vertical, or y, variable is 13.
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FIGURE 1A.3



Basic Elements of a Two-Variable Graph One variable is measured along the horizontal, or x, axis, while the other variable is measured along the vertical, or y, axis. The srcin is defined as the intersection of the two axes, where the values of both variables are zero. The dashed lines show the values of the two variables at a particular point.



To see how to draw a two-variable graph, suppose that you have a part-time job and you are interested in the relationship between the number of hours you work and your weekly income. The relevant variables are the hours of work per week and your weekly income. In Figure 1A.4, the table shows the relationship between the hours worked and income. Let’s assume that your weekly allowance from your parents is $40 and your part-time job pays $8 per hour. If you work 10 hours per week, for example, your weekly income is $120 ($40 from your parents and $80 from your job). The more you work, the higher your weekly income: If you work 20 hours, your weekly income is $200; if you work 30 hours, it is $280.
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FIGURE 1A.4



Relationship between Hours Worked and Income There is a positive relationship between work hours and income, so the income curve is positively sloped. The slope of the curve is $8: Each additional hour of work increases income by $8.



Although a table with numbers is helpful in showing the relationship between work hours and income, a graph makes it easier to see the relationship. We can use data in a table to draw a graph. To do so, we perform five simple steps: 1 Draw a horizontal line to represent the first variable. In Figure 1A.4, we measure



hours worked along the horizontal axis. As we move to the right along the horizontal axis, the number of hours worked increases, from 0 to 30 hours. 2 Draw a vertical line intersecting the first line to represent the second variable. In Figure 1A.4, we measure income along the vertical axis. As we move up along the vertical axis, income increases from $0 to $280. 3 Start with the first row of numbers in the table, which shows that with 0 hours worked, income is $40. The value of the variable on the horizontal axis is 0, and the value of the variable on the vertical axis is $40, so we plot point a on the graph. This is the vertical intercept—the point where the curve cuts or intersects the vertical axis. 4 Pick a combination with a positive number for hours worked. For example, in the second row of numbers, if you work 10 hours, your income is $120. 4.1 Find the point on the horizontal axis with that number of hours worked— 10 hours—and draw a dashed line vertically straight up from that point. 4.2 Find the point on the vertical axis with the income corresponding to those hours worked—$120—and draw a dashed line horizontally straight to the right from that point. 4.3 The intersection of the dashed lines shows the combination of hours worked and income. Point b shows the combination of 10 hours worked and $120 in income. 5 Repeat step 4 for different combinations of work time and income shown in the



table. Once we have a series of points on the graph ( a, b, c, and d), we can connect them to draw a curve that shows the relationship between hours worked and income. 18



 There is a positive relationship between two variables if they move in the same direction. As you increase your work time, your income increases, so there is a positive relationship between the two variables. In Figure 1A.4, as the number of hours worked increases, you move upward along the curve to higher income levels. Some people refer to a positive relationship as a direct relationship. There is a negative relationship between two variables if they move in opposite directions. For example, there is a negative relationship between the amount of time you work and the time you have available for other activities such as recreation, study, and sleep. Some people refer to a negative relationship as an inverse relationship .



Computing the



positive relationship A relationship in which two variables move in the same direction.



negative relationship A relationship in which two variables move in opposite directions.



Slope



How sensitive is one variable to changes in the other variable? We can use the slope of the curve to measure this sensitivity. To compute the slope of a curve , we pick two points and divide the vertical difference between the two points (the rise) by the horizontal difference (the run): Slope



=



Vertical difference between two points Horizontal difference between two points



=



slope of a curve The vertical difference between two points (the rise) divided by the horizontal difference (the run).



rise run



To compute the slope of a curve, we take four steps: 1 Pick two points on the curve, for example, points b and c in Figure 1A.4. 2 Compute the vertical difference between the two points (the rise). For points b



and c, the vertical difference between the points is $80 ($200 – $120). 3 Compute the horizontal distance between the same two points (the run). For



points b and c, the horizontal distance between the points is 10 hours (20 hours – 10 hours). 4 Divide the vertical distance by the horizontal distance to get the slope. The slope between points b and c is $8 per hour: Slope



=



Vertical difference Horizontal difference
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+ 200
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=
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In this case, a 10-hour increase in time worked increases income by $80, so the increase in income per hour of work is $8, which makes sense because this is the hourly wage. Because the curve is a straight line, the slope is the same at all points along the curve. You can check this yourself by computing the slope between points c and d. We can use some shorthand to refer to the slope of a curve. The mathematical symbol ∆ (delta) represents the change in a variable. So we can write the slope of the curve in Figure 1A.4 as Slope



=



∆



∆ Income Work hours



Inxgeneral, the variable on the is , we canifexpress the slope as vertical axis is y and the variable on the horizontal axis Slope



∆y =



∆x
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 Moving along



the Curve versus Shifting



the Curve



Up to this point, we’ve explored the effect of changes in variables that cause movement along a given curve. In Figure 1A.4 , we see the relationship between hours of work (on the horizontal axis) and income (on the vertical axis). Because the total income also depends on the allowance and the wage, we can make two observations about the curve in Figure 1A.4: 1 To draw this curve, we must specify the weekly allowance ($40) and the hourly



wage ($8). 2 The curve shows that an increase in time worked increases the student’s income,



ceteris paribus. In this case, we are assuming that the allowance and the wage are both fixed.



A change theand weekly allowance will 1A.5, shift the curve showing the relationship between work in time income. In Figure when the allowance increases from $40 to $90, the curve shifts upward by $50. For a given number of work hours, income increases by $50. For example, the income associated with 10 hours of work is $170 (point f), compared to $120 with the srcinal allowance (point b). The upward shift also means that to reach a given amount of income, fewer work hours are required. In other words, the curve shifts upward and to the left. Income with $90 allowance
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FIGURE 1A.5



Movement Along a Curve versus Shifting the Curve To draw a curve showing the relationship between hours worked and income, we fix the weekly allowance ($40) and the wage ($8 per hour). A change in the hours worked causes movement along the curve, for example, from point b to point c. A change in any other variable shifts the entire curve. For example, a $50 increase in the allowance (to $90) shifts the entire curve upward by $50.



We can distinguish between movement along a curve and a shift of the entire curve. In Figure 1A.5, an increase in the hours worked causes movement along a single income curve. For example, if the allowance is $40, we are operating on the lower of thepoint two curves, and if the hours worked increases 10worked to 20, we move from point to c. In contrast, if something other than thefrom hours changes, we shift theb entire curve, as we’ve seen with an increase in the allowance. This book uses dozens of two-dimensional curves, each of which shows the relationship between only two variables. A common error is to forget that a single curve tells only part of the story. In Figure 1A.5, we needed two curves to explore the
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 effects of changes in three variables. Here are some simple rules to keep in mind when you use two-dimensional graphs: • A change in one of the variables shown on the graph causes movement along the curve. In Figure 1A.5, an increase in work time causes movement along the curve from point a to point b, to point c, and so on. • A change in one of the variables that is not shown on the graph—one of the variables held fixed in drawing the curve—shifts the entire curve. In Figure 1A.5, an increase in the allowance shifts the entire curve upward.



Graphing



Negative Relationships



We can use a graph to show a negative relationship between two variables. Consider a consumer who has an annual budget of $360 to spend on CDs at a price of $12 per CD and downloaded music at a price of $1 per song. The table in Figure 1A.6 shows the relationship between the number of CDs and downloaded songs. A consumer who doesn’t buy any CDs has $360 to spend on downloaded songs and can get 360 of them at a price of $1 each. A consumer who buys 10 CDs at $12 each has $240 left to spend
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FIGURE 1A.6



Negative Relationship between CD Purchases and Downloaded Songs There is a negative relationship between the number of CDs and downloaded songs that a consumer can afford with a budget of $360. The slope of the curve is –$12: Each additional CD (at a price of $12 each) decreases the number of downloadable songs (at $1 each) by 12 songs.
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 on downloaded songs (point b). Moving down through the table, as the number of CDs increases, the number of downloaded songs decreases. The graph in Figure 1A.6 shows the negative relationship between the number of CDs and the number of downloaded songs. The vertical intercept (point a) shows that a consumer who doesn’t buy any CDs can afford 360 downloaded songs. There is a negative relationship between the number of CDs and downloaded songs, so the curve is negatively sloped. We can use points b and c to compute the slope of the curve: Slope



=



Vertical difference Horizontal difference
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The slope is 12 downloaded songs per CD: For each additional CD, the consumer sacrifices 12 downloaded songs.



Graphing



Nonlinear Relationships



We can also use a graph to show a nonlinear relationship between two variables. Panel A of Figure 1A.7 shows the relationship between hours spent studying for an exam and the grade on the exam. As study time increases, the grade increases,
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FIGURE 1A.7



Nonlinear Relationships (A) Study time There is a positive and nonlinear relationship between study time and the grade on an



exam. As study time increases, the exam grade increases at a decreasing rate. For example, the second hour of study increased the grade by 4 points (from 6 points to 10 points), but the ninth hour of study increases the grade by only 1 point (from 24 points to 25 points). (B) Production cost There is a positive and nonlinear relationship between the quantity of grain produced and total production cost. As the quantity increases, the total cost increases at an increasing rate. For example, to increase production from 1 ton to 2 tons, production cost increases by $5 (from $10 to $15) but to increase the production from 10 to 11 tons, total cost increases by $25 (from $100 to $125).



22



 but at a decreasing rate. In other words, each additional hour increases the exam grade by a smaller and smaller amount. For example, the second hour of study increases the grade by 4 points—from 6 to 10 points—but the ninth hour of study increases the grade by only 1 point—from 24 points to 25 points. This is a nonlinear relationship: The slope of the curve changes as we move along the curve. In Figure 1A.7 , the slope decreases as we move to the right along the curve: The slope is 4 points per hour between points a and b but only 1 point per hour between points c and d. Another possibility for a nonlinear curve is that the slope increases as we move to the right along the curve. Panel B of Figure 1A.7 shows the relationship between the amount of grain produced on the horizontal axis and the total cost of production on the vertical axis. The slope of the curve increases as the amount of grain increases, meaning that production cost increases at an increasing rate. On the lower part of the curve, increasing output from 1 ton to 2 tons increases production cost by $5, from $10 to $15. On the upper part of the curve, increasing output from 10 to 11 tons increases production cost by $25, from $100 to $125.



Computing Percentage Changes and



1A.2 Using Equations



Economists often express changes in variables in terms of percentage changes. This part of the appendix provides a brief review of the mechanics of computing percentage changes. It also reviews some simple rules for solving equations to find missing values.



Computing Percentage



Changes



In many cases, the equations that economists use involve percentage changes. In this book, we use a simple approach to computing percentage changes: We divide the change in the variable by the initial value of the variable and then multiply by 100:



Percentage change



=



New value - initial value Initial value



*



100



For example, if the price of a book increases from $20 to $22, the percentage change is 10 percent:



Percentage change



=



22



-



20



20



*



100



=



2 20



*



100



=



10%



Going in the other direction, suppose the price decreases from $20 to $19. In this case, the percentage change is –5 percent:



Percentage change



=



19



-



20



20



*



100



=



-



1 20



*



100



=



-



5%
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 The alternative to this simple approach is to base the percentage change on the average value, or the midpoint, of the variable: Percentage change



New value - initial value Average value



=



*



100



For example, if the price of a book increases from $20 to $22, the computed percentage change under the midpoint approach is 9.52 percent: Percentage change



=



=



22 1 20



2 21



*



+



20 22 2 , 2



-



100



=



*



100



=



2 42



,



2



*



100



9.52%,



If the change in the variable is relatively small, the extra precision associated with the midpoint approach is usually not worth the extra effort. The simple approach allows us to spend less time doing tedious arithmetic and more time doing economic analysis. In this book, we use the simple approach to compute percentage changes: If the price increases from $20 to $22, the price has increased by 10 percent. If we know a percentage change, we can translate it into an absolute change. For example, if a price has increased by 10 percent and the initial price is $20, then we add 10 percent of the initial price ($2 is 10 percent of $20) to the initial price ($20), for a new price of $22. If the price decreases by 5 percent, we subtract 5 percent
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THE PERILS OF PERCENTAGES APPLYING THE CONCEPTS #3: How do we compute percentage changes?



In the 1970s the government of Mexico City repainted the highway lane lines on the Viaducto to transform a four-lane highway into a six-lane highway. The government announced that the highway capacity had increased by 50 percent (equal to 2 divided by 4). Unfortunately, the number of collisions and traffic fatalities increased, and one year later, the government restored the four-lane highway and announced that the capacity had decreased by 33 percent (equal to 2 divided by 6). The government announced that the net effect of the two changes was an increase in the highway capacity by 17 percent (equal to 50 percent minus 33 percent). This anecdote reveals a potential problem with using the simple approach to compute percentage changes. Because the initial value (the denominator) changes, the computation of percentage increases and decreases are not symmetric. In contrast, if the government had used the midpoint method, the percentage increase in capacity would be 40 percent (equal to 2 divided by 5), the same as the percentage decrease. In that case, we get the more sensible result that the net effect of the two changes is zero. Related to Exercise A8. SOURCE: Based on “The Perils of Percentages,” Economist, April 18, 1998, 70.
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 of the initial price ($1 is 5 percent of $20) from the initial price ($20), for a new price of $19.



Using Equations to



Compute Missing Values



It will often be useful to compute the value of the numerator or the denominator of an equation. To do so, we use simple algebra to rearrange the equation to put the missing variable on the left side of the equation. For example, consider the relationship between time worked and income. The equation for the slope is Slope



=



∆ Income Work hours



∆



Suppose you want to compute how much income you’ll earn by working more hours. We can rearrange the slope equation by multiplying both sides of the equation by the change in work hours: Work hours



*



Slope



=



∆



Income



By swapping sides of the equation, we get ∆



Income



=



∆



Work hours



*



Slope



For example, if you work seven extra hours and the slope is $8, your income will increase by $56: ∆



Income



=



∆



Work hours



*



Slope



=



+7



*



+8



=



$56



We can use the same process to compute the difference in work time required to achieve a target change in income. In this case, we multiply both sides of the slope equation by the change in work time and then divide both sides by the slope. The result is ∆



Work hours



∆ =



Income Slope



For example, to increase your income by $56, you need to work seven hours: ∆



KEY TERM S



Work hours



negative relationship, p. 19



∆ =



Income Slope



=



+ 56 +8



=



7



positive relationship, p. 19



slope of a curve, p. 19
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 EXERCISES



All problems are assignable in MyEconLab.



Suppose you belong to a tennis club that has a monthly fee of $100 and a charge of $5 per hour to play tennis. a. Using Figure 1A.4 on page 18 as a model, prepare a table and draw a curve to show the relationship between the hours of tennis (on the horizontal axis) and the monthly club bill (on the vertical axis). For the table and graph, use 5, 10, 15, and 20 hours of tennis. per b. The slope of the curve is .



A.1



Suppose you start with 10 hours of tennis and then decide to increase your tennis time by 3 hours. On your curve, show the initial point and the new point. By how much will your monthly bill increase? d. Suppose you start with 10 hours and then decide to spend an additional $30 on tennis. On your curve, show the initial point and the new point. How many additional hours can you get? The following graph shows the relationship between the number of Frisbees produced and the cost of production. The vertical intercept is $ , and the slope of the curve is $ per Frisbee. Point b shows that the cost of producing Frisbees is $ . The cost of producing 15 Frisbees is $ .



A.4



c.



A.2



A.6



d



$140



y a d r e p st o C



A.5



100



c A.7



60



0



10



20



New Value



10 100 50



11 98 53



Percentage Change



Compute the new values for the following changes: Initial Value



Percentage Change



100 50 20



12% 8 15



New Value



30



Frisbees per day



Suppose you have $120 to spend on CDs and movies. The price of a CD is $12, and the price of a movie is $6. a. Using Figure 1A.6 on page 21 as a model, prepare a table and draw a curve to show the relationship
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Initial Value



b



20 a



A.3



between the number of CDs (on the horizontal axis) and movies (on the vertical axis) you can afford to buy. per b. The slope of the curve is . You manage Gofer Delivery Service. You rent a truck for $50 per day, and each delivery takes an hour of labor time. The hourly wage is $8. a. Draw a curve showing the relationship between the number of deliveries (on the horizontal axis) and your total cost (on the vertical axis). Draw the curve for between 0 and 20 deliveries. The slope of the cost curve is per b. . c. To draw the curve, what variables are held fixed? A change in would cause a movement d. upward along the curve. e. Changes in would cause the entire curve to shift upward. A change in a variable measured on an axis of a graph causes movement a curve, while a change in a relevant variable that is not measured on an axis the entire curve. Compute the percentage changes for the following:



A.8



Suppose the price of an MP3 player decreases from $60 to $40. Using the midpoint approach, the percentage change in price is . Using the initial-value approach, the percentage change in price is page 24.)



. (Related to Application 3 on



 NOTES 1. Texas Transportation Institute, 2005 Urban Mobility Study, http://mobility.tamu.edu/ums/ 2. William Easterly, The Elusive Quest for Growth (Cambridge, MA: MIT Press, 2001), Chapter 1. 3. William Easterly, The Elusive Quest for Growth(Cambridge, MA: MIT Press, 2001); World Bank, World Development Report 2000/2001: Attacking Poverty (New York: Oxford University Press, 2000).
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2



The Key Principles of Economics What do we sacrifice by preserving tropical rainforests rather than mining or logging the land? Recent experiences in Guyana and other tropical countries



suggest that in some places, the answer is “not much”—only $1 per hectare per year ($0.40 per acre per year).1 Conservation groups have a new strategy for conserving rainforests—bidding against loggers and miners for the use of the land. When the payoff from developing tropical forest land is relatively low, conservation groups can outbid developers at a price as low as $1 per hectare. When we add the cost of hiring locals to manage the ecosystems, the total cost of preservation is as low as $2 per hectare per year. A conservation group based in Amherst, New Hampshire, started by leasing 81,000 hectares of pristine forest in Guyana, and since then has leased land in Peru, Sierra Leone, Papua New Guinea, Fiji, and Mexico.



LEARNING



OBJECTIVE



S



•



Apply the principle of opportunity cost.



•



Apply the principle of diminishing returns.



•



Apply the marginal principle.



•



Apply the real-nominal principle.



•



Apply the principle of voluntary exchange. My Econ Lab My Econ Lab helps you master each objective and study more efficiently.
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 PART 1



i



n this chapter, we introduce five key principles that provide a foundation for economic analysis. A principle is a self-evident truth that most people readily understand and accept. For example, most people readily accept the principle of gravity. As you read through the book, you will see the five key principles of economics again and again as you do your own economic analysis.



2.1



The Principle of Opportunity Cost



Economics is all about making choices, and to make good choice s we must compare the benefit of something to its cost. Opportunity cost incorporates the notion of scarcity: No matter what we do, there is always a trade-off. We must trade off one thing for another because resources are limited and can be used in different ways. By acquiring we useofup resources cost that allows could us have been used to acquire somethingsomething else. The ,notion opportunity to measure this trade-off.



PRINCIPLE



OF OPPOR



TUNITY C



OST



The opportunity cost of something is what you sacrifice to get it.



In most decisions we choose from several alternatives. For example, if you spend an hour studying for an economics exam, you have one fewer hour to pursue other activities. To determine the opportunity cost of an activity, we look at what you consider the best of these “other” activities. For example, suppose the alternatives to studying economics are studying for a history exam or working in a job that pays $10 per hour. If you consider studying for history a better use of your time than working, then the opportunity cost of studying economics is the four extra points you could have received on a history exam if you studied history instead of economics. Alternatively, if working is the best alternative, the opportunity cost of studying economics is the $10 you could have earned instead. We can also apply the principle of opportunity cost to decisions about how to spend money from a fixed budget. For example, suppose that you have a fixed budget to spend on music. You can buy your music either at a local music store for $15 per CD or online for $1 per song. The opportunity cost of 1 CD is 15 one-dollar online songs. A hospital with a fixed salary budget can increase the number of doctors only at the expense of nurses or physician’s assistants. If a doctor costs five times as much as a nurse, the opportunity cost of a doctor is five nurses. In some cases, a product that appears to be free actually has a cost. That’s why economists are fond of saying, “There’s no such thing as a free lunch.” Suppose someone offers to buy you lunch if you agree to listen to a sales pitch for a timeshare condominium. Although you don’t pay any money for the lunch, there is an opportunity cost because you could spend that time in another way—such as studying for your economics or history exam. The lunch isn’t free because you sacrifice an hour of your time to get it.



The Cost of College What is the opportunity cost of a college degree? Consider a student who spends a total of $40,000 for tuition and books. Instead of going to college, the student could have spent this money on a wide variety of goods, including housing, electronic devices, and world travel. Part of the opportunity cost of college is the $40,000 worth



opportunity cost What you sacrifice to get something.
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of other goods the student sacrifices to pay for tuition and books. Also, instead of going to college, the student could have worked as a bank clerk for $20,000 per year and earned $80,000 over four years. That makes the total opportunity cost of this student’s college degree $120,000: Opportunity cost of money spent on tuition and books Opportunity cost of college time (four years working for $20,000 per year) Economic cost or total opportunity cost



$ 40,000 80,000 $120,000



We haven’t included the cos ts of food or hou sin g in our computations of opportunity cost. That’s because a student must eat and live somewhere even if he or she doesn’t go to college. But if housing and food are more expensive in college, then we would include the extra costs of housing and food in our calculations. There are other things to consider in a person’s decision to attend college. As we’ll see lat er, a col lege deg ree can incre ase a person’s earning pow er, so there are benefits from a college degree. In addition, college offers the thrill of learning and the pleasure of meeting new people. To make an informed decision about whether to attend college, we must compare the benefits to the opportunity costs.



T h e C o s t o f Mi l i t a ry S p e n d i n g We can use the principle of opportunity cost to explore the cost of military spending.2 In 1992, Malaysia bought two warships. For the price of the warships, the country could have built a system to provide safe drinking water for 5 million citizens who lacked it. In other words, the opportunity cost of the warships was safe drinking water for 5 million people. The policy question is whether the benefits of the warships exceed their opportunity cost. In the United States, economists have estimated that the cost of the war in Iraq will becosts at least trillion.the The economists’cost calculations goFor beyond the simple budgetary and$1 quantify opportunity of the war. example, the resources used in the war could have been used in various government programs for children—to enroll more children in preschool programs, to hire more science and math teachers to reduce class sizes, or to immunize more children in poor countries. For example, each $100 billion spent on the war could instead support one of the following programs: • Enroll 13 million preschool children in the Head Start program for one year. • Hire 1.8 million additional teachers for one year. • Immunize all the children in less-developed countries for the next 33 years. The fact that the war has a large opportunity cost does not necessarily mean that it is unwise. The policy question is whether the benefits from the war exceed its opportunity cost. Taking another perspective, we can measure the opportunity cost of war in terms of its implications for domestic security . The resources used in the war in Iraq could have been used to improve domestic security by securing ports and cargo facilities, hiring more police officers, improving the screening of airline passengers and baggage, improving fire departments and other first responders, upgrading the Coast Guard fleet, and securing our railroad and highway systems. The cost of imp lementin g the domest ic-securi ty recommen dations of variou s
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government commissions would be about $31 billion, a small fraction of the cost of the war. The question for policymakers is whether money spent on domestic security would be more beneficial than money spent on the war.



Opportunity Cost and



the Production Possibilities



Curve



Just as individuals face limits, so do entire economies. As we saw in Chapter 1, the ability of an economy to produce goods and services is determined by its factors of production, including labor, natural resources, physical capital, human capital, and entrepreneurship. Figure 2.1 shows a production possibilities graph for an economy that produces wheat and steel. The horizontal axis shows the quantity of wheat produced by the economy, and the vertical axis shows the quantity of steel produced. The shaded area shows all the possible combinations of the two goods the economy can produce. At point a, for example, the economy can produce 700 tons of steel and 10 tons of wheat. In contrast, at point e, the economy can produce 300 tons of steel and 20 tons of wheat. The set of points on the border between the shaded and unshaded area is called the production possibilities curve (or production possibilities frontier) because it separates the combinations that are attainable from those that are not. The attainable combinations are shown by the shaded area within the curve and the curve itself. The unattainable combinations are shown by the unshaded area outside the curve. The points on the curve show the combinations that are possible if the economy’s resources are fully employed.
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FIGURE 2.1 Scarcity and the Production Possibilities Curve ▲



The production possibilities curve illustrates the principle of opportunity cost for an entire economy. An economy has a fixed amount of resources. If these resources are fully employed, an increase in the production of wheat comes at the expense of steel.



The production possibilities curve illustrates the notion of opportunity cost. If an economy is fully utilizing its resources, it can produce more of one product only if it produces less of another product. For example, to produce more wheat, we must take resources away from steel. As we move resources out of steel, the quantity of steel



production possibilities curve A curve that shows the possible combinations of products that an economy can produce, given that its productive resources are fully employed and efficiently used.
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produced will decrease. For example, if we move from point a to point b along the production possibilities curve in Figure 2.1, we sacrifice 50 tons of steel (700 tons – 650 tons) to get 10 more tons of wheat (20 tons – 10 tons). Further down the curve, if we move from point c to point d, we sacrifice 180 tons of steel to get the same 10-ton increase in wheat. Why is the production possibilities curve bowed outward, with the opportunity cost of wheat increasing as we move down the curve? The reason is that resources are not perfectly adaptable for the production of both goods. Some resources are more suitable for steel production, while others are more suitable for wheat production. Starting at point a, the economy uses its most fertile land to produce wheat. A 10-ton increase in wheat reduces the quantity of steel by only 50 tons, because plenty of fertile land is available for conversion to wheat farming. As the economy moves downward along the production possibilities curve, farmers will be forced to use land that is progressively less fertile, so to increase wheat output by 10 tons, more and more resources must be diverted from steel production. In the move from point c to point d, the land converted to farming is so poor that increasing wheat output by 10 tons decreases steel output by 180 tons. The production possibilities curve shows the production options for a given set of resources. As shown in Figure 2.2, an increase in the amount of resources available to the economy shifts the production possibilities outward. For example, if we start at point f, and the economy’s resources increase, we can produce more steel (point g), more wheat (point h), or more of both goods (points between g and h). The curve will also shift outward as a result of technological innovations that enable us to produce more output with a given quantity of resources.
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FIGURE 2.2 Shifting the Production Possibilities Curve ▲



An increase in the quantity of resources or technological innovation in an economy shifts the production possibilities curve outward. Starting from pointf, a nation could produce more steel (point g), more wheat (point h), or more of both goods (points between g and h).
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DON’T FORGET THE COSTS OF TIME AND INVESTED FUNDS APPLYING THE CONCEPTS #1: What is the opportunity cost of running a business?



Suppose you run a lawn-cutting business and use solar-powered equipment (mower, edger, blower, truck) that you could sell tomorrow for $5,000. Instead of cutting lawns, you could work as a janitor for $300 per week. You have a savings account that pays a weekly interest rate of 0.20 percent (or $0.002 per dollar). What is your weekly cost of cutting lawns? We can use the pri nci ple of opport unity cost to compute the cost of the lawn business. The opportunity cost of the $5,000 you have invested in the business is the $10 weekly interest you could have earned by selling the equipment and investing the $5,000 in your savings account. Adding in the opportunity cost of cutting lawns instead of earning $300 as a janitor, the weekly cost is $310. Related to Exercise 1.7 .



2.2



The Marginal Principle



Economics is about making choices, and we rarely make all-or-nothing choices. For example, if you sit down to read a book, you don’t read the entire book in a single sitting, but instead decide how many pages or chapters to read. Economists think in marginal terms, considering how a one-unit change in one variable affects the value of another variable and people’s decisions. When we say marginal, we’re looking at the effect of a small, or incremental, change. The marginal principle is based on a comparison of the marginal benefits and marginal benefit of an activity is the marginal of aresulting particular activity. Theincrease additionalcosts benefit from a small in the activity. For example, the marginal benefit of keeping a bookstore open for one more hour equals the additional revenue from book sales. Similarly, the marginal cost is the additional cost resulting from a small increase in the activity. For example, the marginal cost of keeping a bookstore open for one more hour equals the additional expenses for workers and utilities for that hour. Applying the marginal principle, the bookstore should stay open for one more hour if the marginal benefit (the additional revenue) is at least as large as the marginal cost (the additional cost). For example, if the marginal benefit is $80 of additional revenue and the marginal cost is $30 of additional expense for workers and utilities, staying open for the additional hour increases the bookstore’s profit by $50.



MARGINAL PRINCIPLE Increase the level of an activity as long as its marginal benefit exceeds its marginal cost. Choose the level at which the marginal benefit equals the marginal cost.



marginal benefit The additional benefit resulting from a small increase in some activity. marginal cost The additional cost resulting from a small increase in some activity.
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Thinking at the margin enables us to fine-tune our decisions. We can use the marginal principle to determine whether a one-unit increase in a variable would make us better off. Just as a bookstore owner could decide whether to stay open for one more hour, you could decide whether to study one more hour for a psychology midterm. When we reach the level where the marginal benefit equals the marginal cost, we cannot do any better, and the fine-tuning is done.



How Many



Movie Sequels?



To illustrate the marginal principle, let’s consider movie sequels. When a movie is successful, its producer naturally thinks about doing another movie, continuing the story line with the same set of characters. If the first sequel is successful too, the producer thinks about producing a second sequel, then a third, and so on. We can use the marginal principle to explore the decision of how many movies to produce. Figure 2.3 shows the marginal benefits and marginal costs for movies. On the benefit side, a movie sequel typically generates about 30 percent less revenue than the srcinal movie, and revenue continues to drop for additional movies. In the second column of the table, the first movie generates $300 million in revenue, the second generates $210 million, and the third generates $135 million. This is shown in the graph as a negatively sloped marginal-benefit curve, with the marginal benefit decreasing from $300 for the first movie (point a), to $210 (point b), and then to $135 (point c). On the cost side, the typical movie in the United States 3 costs about $50 million to produce and about $75 million to promote. In the third column of the table, the cost of the first movie (the srcinal) is $125 million. In the graph, this is shown as point d on the marginal-cost curve. The marginal cost increases with the number of movies because film stars typically demand
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FIGURE 2.3 The Marginal Principle and Movie Sequels ▲



The marginal benefit of movies in a series decreases because revenue falls off with each additional movie, while the marginal cost increases because actors demand higher salaries. The marginal benefit exceeds the marginal cost for the first two movies, so it is sensible to produce two, but not three, movies.
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higher salaries to appear in sequels. In the table and the graph, the marginal cost increases to $150 million for the second movie (point e) and to $175 million for the third (point f). In this example, the first two movies are profitable, but the third is not. For the srcinal movie, the marginal benefit ($300 million at point a) exceeds the marginal cost ($125 million at point d), generating a profit of $175 million. Although the second movie has a higher cost and a lower benefit, it is profitable because the marginal b enefit still exceeds the marginal cost, so the profit on the second movie is $60 million ($210 million – $150 million). In contrast, the marginal cost of the third movie of $175 million exceeds its marginal benefit of only $135 million, so the third movie loses $40 million. In this example, the movie producer should stop after the second movie. Although this example shows that only two movies are profitable, oth er outcomes are possible. If the revenue for the third movie were larger, making the marginal benefit greater than the marginal cost, it would be sensible to produce the third movie. Similarly, if the marginal cost of the third movie were lower—if the actors didn’t demand such high salaries—the third movie could be profitable. Many movies have had multiple sequels, such as Harry Potter and the Sorcerer’s Stone and Star Wars. Conversely, many profitable movies, such as Wedding Crashers and Groundhog Day , didn’t result in any sequels. In these cases, the expected drop-off in revenues and run-up in costs for the second movie were large enough to make a sequel unprofitable.



Renting Colleg



e Facilities



Suppose that your student film society is looking for an auditorium to use for an all-day Hitchcock film program and is willing to pay up to $200. Your college has a new auditorium that has a daily rent of $450, an amount that includes $300 to help pay for the cost of building the auditorium, $50 to help pay for insurance, and $100 to cover the extra costs of electricity and janitorial services for a one-day event. If your film society offers to pay $150 for using the auditorium, should the college accept the offer? The college could use the marginal principle to make the decision. To decide whether to accept your group’s offer, the college should determine the marginal cost of renting out the auditorium. The marginal cost equals the extra costs the college incurs by allowing the student group to use an otherwise vacant auditorium. In our example, the extra cost is $100 for additional electricity and janitorial services. It would be sensible for the college to rent the auditorium, because the marginal benefit ($150 offered by the student group) exceeds the marginal cost ($100). In fact, the college should be willing to rent the facility for any amount greater than $100. If the students and the college split the difference between the $200 the students are willing to pay and the $100 marginal cost, they would agree on a price of $150, leaving both parties better off by $50. Most colleges do not use this sort of logic. Instead, they use complex formulas to compute the perceived cost of renting out a facility. In most cases, the perceived cost includes some costs that the university bears even if it doesn’t rent out the facility for the day. In our example, the facility manager included $300 worth of construction costs and $50 worth of insurance, for a total cost of $450 instead of just $100. Because many colleges include costs that aren’t affected by the use of a facility, they overestimate the actual cost of renting out their facilities, missing opportunities to serve student groups and make some money at the same time.



A u t o mo b i le E mi s s io n s S t a n d a rd s We can use the marginal principle to analyze emissions standards for automobiles. The U.S. government specifies how much carbon monoxide a new car is allowed to emit per mile. The marginal question is “Should the standard be stricter, with
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fewer units of carbon monoxide allowed?” On the benefit side, a stricter standard reduces health-care costs resulting from pollution: If the air is cleaner, people wit h res piratory ailmen ts wil l make few er visits to doctors and hospitals, have lower medication costs, and lose fewer work days. On the cost side, a stricter standard requires more expensive control equipment on cars and may also reduce fuel efficiency. Using the marginal principle, the government should make the emissions standard stricter as long as the marginal benefit (savings in health-care costs and work time lost) exceeds the marginal cost (the cost of additional equipment and extra fuel used).



Driving Speed



and Safety



Consider the decision about how fast to drive on a highway. The marginal benefit of going one mile per hour faster is the travel time you’ll save. On the cost side, an increase in speed increases your chances of colliding with another car, and also increases the severity of injuries suffered in a collision. A rational person will pick the speed at which the marginal benefit of speed equals the marginal cost. In the 1960s and 1970s, the federal government required automakers to include a number of safety features, including seat belts and collapsible steering columns. These new regulations had two puzzling effects. Although deaths from automobile collisions decreased, the reduction was much lower than expected. In addition, more bicyclists were hit by cars and injured or killed. We can use the marginal principle to explain why seat belts and other safety features made bicycling more hazardous. The mandated safety features decreased the marginal cost of speed: People who wear seat belts suffer less severe injuries in a collision, so every additional unit of speed is less costly. Drivers felt more secure because they were better insulated from harm in the event of a collision, and so they drove faster. As a result, the number of collisions between cars and bicycles increased, meaning that the safer environment for drivers led to a more hazardous environment for bicyclists.



application 2 HOW FAST TO SAIL? APPLYING THE CONCEPTS #2: How do people think at the margin?



Consider the decision about how fast to sail an ocean cargo ship. As the ship’s speed increases, fuel consumption increases. For example, a 70,000-ton cargo ship burns 16.5 tons of fuel per day at 11 knots, compared to 21.4 tons at 12 knots, 27.2 tons at 13 knots, and 33.9 tons at 14 knots. In other words, speed is costly. On the benefit side, an increase in speed means that the ship delivers more cargo per year. To decide the best speed, the ship operator must find the speed at which the marginal cost (the increase in fuel cost) equals the marginal benefit (the increase in revenue from delivered cargo). An increase in the price of fuel increases the marginal cost of speed, causing the shipper to slow the ship. Related to Exercise 2.4 . SOURCE: Based on Martin Stopard, Maritime Economics, 3rd edition (New York: Routledge, 2007).
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2.3



The Principle of Voluntary Exchange



The principle of voluntary exchange is based on the notion that people act in their own self-interest. Self-interested people won’t exchange one thing for another unless the trade makes them better off.



PRINCIPLE



OF V OLUNTARY EXCHANGE



A voluntary exchange between two people makes both people better off.



Here are some examples. • If you voluntarily exchange money for a college education, you must expect you’ll be better off with a college education. The college voluntarily provides an education in exchange for your money, so the college must be better off, too. • If you have a job, you voluntarily exchange your time for money, and your employer exchanges money for your labor services. Both you and your employer are better off as a result.



Exchange and Markets Adam Smith stressed the importance of voluntary exchange as a distinctly human trait. He noticed4 a propensity in human nature . . . to truck, barter, and exchange one thing for another . . . It is common to all men, and to be found in no other . . . animals . . . Nobody ever saw a dog make a fair and deliberate exchange of one bone for another with another dog.



As we saw in Chapter 1, a market is an institution or arrangement that enables people to exchange goods and services. If participation in a market is voluntary and people are well informed, both people in a transaction—buyer and seller—will be better off. The next time you see a market transaction, listen to what people say after money changes hands. If both people say “thank you,” that’s the principle of voluntary exchange in action: The double “thank you” reveals that both people are better off. The alternative to exchang e is self-sufficiency : Each of us could produce everything for him- or herself. As we’ll see in the next chapter, it is more sensible to specialize, doing what we do best and then buying products from other people, who in turn are doing what they do best. For example, if you are good with numbers but an awful carpenter, you could specialize in accounting and buy furniture from Woody, who could specialize in making furnit ure and pay someone to do his bookkeeping. In general, exchange allows us to take advantage of differences in people’s talents and skills.
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Online Games



and Market



Exchange



As another illustration of the power of exchange, consider the virtual world of online games. Role-playing games such as World of Warcraft and EverQuest allow thousands of people to interact online, moving their characters through a landscape of survival challenges. Each player constructs a character—called an avatar—by choosing some initial traits for it. The player then navigates the avatar through the game’s challenges, where it acquires skills and accumulates assets, including clothing, weapons, armor, and even magic spells. The curious part about these role-playing games is that players use real-life auction sites, including eBay and Yahoo! Auctions, to buy products normally acquired in the game.5 Byron, who wants a piece of armor for his avatar (say, a Rubicite girdle), can use eBay to buy one for $50 from Selma. The two players then enter the online game, and Selma’s avatar transfers the armor to Byron’s avatar. It is even possible to buy another player’s avatar, with all its skills and assets. Given the time required to acquire various objects such as Rubicite girdles in the game and the prices paid for them on eBay, the implicit wage earned by the typical online player auctioning them off is $3.42 per hour: That’s how much the player could earn by first taking the time to acquire the assets in the game and then selling them on eBay.



ap pl ica



tio



n3



JASPER JOHNS AND HOUSEPAINTING APPLYING THE CONCEPTS #3: What is the rationale for specialization and exchange?



Jasper Johns is a contemporary American artist whose painting False Start sold for $80 million, the largest sum paid for a painting of a living artist. According to Skate’s Art Market Research, Mr. Johns is among the top 30 artists in terms of the monetary value of art produced. Mr. Johns appears as a guest star in a 1999 episode of The Simpsons in which Homer uses a mangled barbeque to launch a career as a contemporary artist. Mr. Johns is a very productive painter, and his painting skills presumably translate into house painting. If Mr. Johns is ten times more productive at house painting than a professional house painter, should he paint his own house? For example, suppose Mr. Johns can paint his house in one day, compared to 10 days for a professional. Should he take a day to paint his house, or hire someone who will take 10 days to complete the same task? We can use the principle of voluntary exchange to explain why Mr. Johns should hire the less productive house painter to paint his house. If Mr. Johns can earn $5,000 per day painting works of art, the opportunity cost of house painting is $5,000—the income he sacrifices by spending a day painting the house rather than producing works of art. If the housepainter charges $150 per day, Mr. Johns could hire him to paint the house for only $1,500. By switching one day from house painting to art production, Mr. Johns earns $5,000 and incurs a cost of only $1,500, so he is better off by $3,500. Mr. Johns specializes in what he does best, and then buys goods and services from other people. Related to Exercise 3.5 .
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2.4



The Principle of Diminishing Returns



Xena has a small copy shop, with one copying machine and one worker. When the backlog of orders piled up, she decided to hire a second worker, expecting that doubling her workforce would double the output of her copy shop from 500 pages per hour to 1,000. Xena was surprised when output increased to only 800 pages per hour. If she had known about the principle of diminishing returns, she would not have been surprised.



PRINCIPLE



OF DIMINI



SHING RE



TURNS



Suppose output is produced with two or more inputs, and we increase one input while holding the other input or inputs fixed. Beyond some point—called the point of diminishing returns—output will increase at a decreasing rate.



Xena add ed a worker (on e input ) while hol ding the num ber of cop ying machines (the other input) fixed. Because the two workers must share a single copying machine, each worker spent some time waiting for the machine to be available. As a result, adding the second worker increased the number of copies, but did not double the output. With a single worker and a single copy machine, Xena has already reached the point of diminishing returns: As she increases the number of workers, output increases, but at a decreasing rate. The first worker increases output by 500 pages (from 0 to 500), but the second worker increases output by only 300 pages (from 500 to 800). This principle of diminishing returns is relevant when we try to produce more output in an existing production facility (a factory, a store, an office, or a farm) by increasing the number of workers sharing the facility. When we add a worker to the facility, each worker becomes less productive because he or she works with a smaller piece of the facility: More workers share the same machinery, equipment, and factory space. As we pack more and more workers into the factory, total output increases, but at a decreasing rate. It’s important to emphasize that diminishing returns occurs because one of the inputs to the production process is fixed. When a firm can vary all its inputs, including the size of the production facility, the principle of diminishing returns is not relevant. For example, if a firm doubled all its inputs, building a second factory and hiring a second workforce, we would expect the total output of the firm to at least double. The principle of diminishing returns does not apply when a firm is flexible in choosing all its inputs.
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FERTILIZER AND CROP YIELDS APPLYING THE CONCEPTS #4: Do farmers experience diminishing returns?



The notion of diminishing returns applies to all inputs to the production process. For example, one of the inputs in the production of corn is nitrogen fertilizer. Suppose a farmer has a fixed amount of land (an acre) and must decide how much fertilizer to apply. The first 50-pound bag of fertilizer will increase the crop yield by a relatively large amount, but the second bag is likely to increase the yield by a smaller amount, and the third bag is likely to have an even smaller effect. Because the farmer is changing just one of the inputs, the output will increase, but at a decreasing rate. Eventually, additional fertilizer will actually decrease output as the other nutrients in the soil are overwhelmed by the fertilizer. Table 2.1 shows the relationship between the amount of fertilizer and the corn output. The first 50-pound bag of fertilizer increases the crop yield from 85 to 120 bushels per acre, a gain of 35 bushels. The next bag of fertilizer increases the yield by only 15 bushels (from 120 to 135), followed by a gain of 9 bushels (from 135 to 144) and then a gain of only 3 bushels (from 144 to 147). The farmer experienced diminishing returns because the other inputs to the production process are fixed. Related to Exercises 4.5 and 4.6 .



TABLE 2.1 Fertilizer and Corn Yield Bags of Nitrogen Fertilizer



2.5



Bushels of Corn per Acre



0



85



1



120



2



135



3



144



4



147



The Real-Nominal Principle



One of the key ideas in economics is that people are interested not just in the amount of money they have but also in how much their money will buy.



REAL-NOMINAL



PRINCIPLE



What matters to people is the real value of money or income—its purchasing power—not its “face” value.



To illustrate this principle, suppose you work in your college bookstore to earn extra money for movies and snacks. If your take-home pay is $10 per hour, is this a high wage or a low wage? The answer depends on the prices of the goods you buy. If a movie costs $4 and a snack costs $1, with one hour of work you could afford to
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see two movies and buy two snacks. The wage may seem high enough for you. But if a movie costs $8 and a snack costs $2, an hour of work would buy only one movie and one snack, and the same $10 wage doesn’t seem so high. This is the real-nominal principle in action: What matters is not how many dollars you earn, but what those dollars will purchase. Economists use special terms to express the ideas behind the real-nominal principle: • The nominal value of an amount of money is simply its face value. For example, the nominal wage paid by the bookstore is $10 per hour. • The real value of an amount of money is measured in terms of the quantity of goods the money can buy. For example, the real value of your bookstore wage would fall as the prices of movies and snacks increase, even though your nominal wage stayed the same. The real-nominal principle can explain how people choose the amount of money to carry around with them. Suppose you typically withdraw $40 per week from an ATM to cover your normal expenses. If the prices of all the goods you purchase during the week double, you would have to withdraw $80 per week to make the same purchases. The amount of money people carry around depends on the prices of the goods and services they buy.



T h e D e s i g n o f P u b li c P r o g r a m s Government officials use the real-nominal principle when they design public programs. For example, Social Security payments are increased each year to ensure that the checks received by the elderly and other recipients will purchase the same amount of goods and services, even if prices have increased. The government also uses this principle when it publishes statistics about the economy. For example, its reports about changes in “real wages” in the economy over time take into account the prices of the goods workers purchase. Therefore, the real wage is stated in terms of its buying power, rather than its face value or nominal value.



T h e V a l ue o f t h e M i ni m u m W a g e Between 1974 and 2011, the federal minimum wage increased from $2.00 to $7.25. Was the typical minimum-wage worker better or worse off in 2011? We can apply the real-nominal principle to see what’s happened over time to the real value of the federal minimum wage. As shown in the second row of Table 2.2, a full-time worker earning the minimum wage earned $80 in 1974 and $290 in 2011. The third row of Table 2.2 shows the cost of a standard basket of consumer goods, which includes a standard mix of housing, food, clothing, and transportation. In 1974, consumer prices were relatively low, and the cost of buying all the goods in the standard basket was only $47. Between 1974 and 2011, consumer prices increased, and the cost of this standard basket of goods increased to $225. The last row in Table 2.2 shows the purchasing power of the minimum wage. In 1974, the $80 in weekly income could buy 1.70 standard baskets of goods. Between 1974 and 2011, the weekly income more than tripled, but the cost of the standard basket of goods more than quadrupled. As a result, the weekly income of $290 in 2011 could buy only 1.29 baskets of goods. Because prices increased faster than the nominal wage, the real value of the minimum wage actually decreased over this period.



nominal value The face value of an amount of money. real value The value of an amount of money in terms of what it can buy.
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TABLE 2.2 The Real Value of the Minimum Wage, 1974–2011



Minimum wage per hour



1974



2011



$ 2.00



$ 7.25



Weekly income from minimum wage



80



290



Cost of a standard basket of goods



47



225



Number of baskets per week



1.70



1.29



ap pl ic at ion 5 REPAYING STUDENT LOANS APPLYING THE CONCEPTS #5: How does inflation affect lenders and borrowers?



Suppose you finish college with $20,000 in student loans and start a job that pays a salary of $40,000 in the first year. In 10 years, you must repay your college loans. Which would you prefer: stable prices, rising prices, or falling prices? We can use the real-nominal principle to compute the real cost of repaying your loans. The first row of Table 2.3 shows the cost of the loan when all prices in the economy are stable—including the price of labor, your salary. In this case, your nominal salary in 10 years is $40,000, and the real cost of repaying your loan is the half year of work you must do to earn the $20,000 you owe. However, if all prices double over the 10-year period, your nominal salary will double to $80,000, and, as shown in the second row of Table 2.3 , it will take you only a quarter of a year to earn $20,000 to repay the loan. In other words, a general increase in prices lowers the real cost of your loan. In contrast, if all prices decrease and your annual salary drops to $20,000, it will take you a full year to earn the money to repay the loan. In general, people who owe money prefer inflation (a general rise in prices) Related to Exercises 5.6 and 5.9 .



to deflation (a general drop in prices). TABLE 2.3 Effect of Inflation and Deflation on Loan Repayment Change in Prices and Wages



Annual Salary



Years of Work to Repay $20,000 Loan



$40,000



1/2 year



Inflation: Salary doubles



80,000



1/4 year



Deflation: Salary cut in half



20,000



1 year



Stable



 SUMMARY This chapter covers five key 3 Principle of voluntary exchange. A voluntary exchange between principles of economics, the two people makes both people better off. simple, self-evident truths that 4 Principle of diminishing returns. Suppose that output is produced most people readily accept. If with two or more inputs, and we increase one input while holding you understand these printhe other inputs fixed. Beyond some point—called the point of ciples, you are ready to read diminishing returns—output will increase at a decreasing rate. the rest of the book, which 5 Real-nominal principle. What matters to people is the real value will show you how to do your of money or income—its purchasing power—not the face value own economic analysis. of money or income. 1 Principle of opportunity cost. The opportunity cost of something is what you sacrifice to get it. 2 Marginal principle. Increase the level of an activity as long as its marginal benefit exceeds its marginal cost. Choose the level at which the marginal benefit equals the marginal cost.



KEY TERMS marginal benefit, p. 33



nominal value, p. 41



production possibilities curve, p. 31



marginal cost, p. 33



opportunity cost, p. 29



real value, p. 41



EXERCISES 2.1 1.1



1.2



1.3



1.4



All problems are assignable in MyEconLab; exercises that update with real-time data are marked with



.



The Principle of Opportunity Cost



Consider Figure 2.1 on page 31. Between points c and tons of wheat d, the opportunity cost of is tons of steel. Arrow up or down: An increase in the wage for high-school graduates the opportunity cost of college. Arrow up or down: An increase in the market interest rate the economic cost of holding a $500 collectible for a year. You just inherited a house with a market value of $300,000, and do not expect the market value to change. Each year, you will pay $1,000 for utilities and $3,000 in taxes. You can earn 6 percent interest on money in a bank account. Your cost of living in the house for a year is $ .



1.5 1.6



1.7



What is the cost of a pair of warships purchased by Malaysia? Conservationists have a new strategy for preserving rainforests: loggers and other developers for the land, paying as little as $ per hectare per year. The Cost of a Flower Business. Jen left a job paying $40,000 per year to start her own florist shop in a building she owns. The market value of the building is $200,000. She pays $30,000 per year for flowers and other supplies, and has a bank account that pays 8 percent interest. The annual economic cost of Jen’s business is . (Related to Application 1 on page 33.)
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The Opportunity Cost of a Mission to Mars. The United States has plans to spend billions of dollars on a mission to Mars. List some of the possible opportunity costs of the mission. What resources will be used to execute the mission, and what do we sacrifice by using these resources in a mission to Mars? 1.9 Interest Rates and ATM Trips. Carlos, who lives in a country where interest rates are very high, goes to an ATM every day to get $10 of spending money. Art, who lives in a country with relatively low interest rates, goes to the ATM once a month to get $300 of spending money. Why does Carlos use the ATM more frequently? Consider the 1.10 Correct the Cost Statements. following statements about cost. For each incorrect statement, provide a correct statement about the relevant cost. a. One year ago, I loaned a friend $100, and she just paid me back the whole $100. The loan didn’t cost me anything. b. An oil refinery bought a million barrels of oil a month ago, when the price was only $75 per barrel, compared to $120 today. The cost of using a barrel of oil to produce gasoline is $75. c. Our new football stadium was built on land donated to the university by a wealthy alum. The cost of the stadium equals the $50 million construction cost. d. If a commuter rides a bus to work and the bus fare is $2, the cost of commuting by bus is $2. 1.11



2.2 2.1



2.2



2.3



2.4



2.5



Production Possibilities Curve. Consider a nation that produces baseball mitts and soccer balls. The following table shows the possible combinations of the two products. Baseball mitts (millions) Soccer balls (millions)



0



2



4



6



8



30



24



18



10



0



a. Draw a production possibilities curve with mitts on the horizontal axis and balls on the vertical axis. b. Suppose the technology for producing mitts improves, meaning that fewer resources are needed for each mitt. In contrast, the technology for producing soccer balls does not change. Draw a new production possibilities curve. c. The opportunity cost of the first two million mitts is million soccer balls and the opportunity cost of the last two million mitts is million soccer balls. 1.12 Cost of Antique Furniture. Colleen owns antique furniture that she bought for $5,000 ten years ago.
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Your job is to compute Colleen’s cost of owning the furniture for the next year. To compute the cost, you need two bits of information: and .



2.6



The Marginal Principle



A taxi company currently has nine cabs in its fleet, and its total daily cost is $4,000. If the company added a tenth cab, its daily total cost would be $4,200, or $420 per cab. Adding the tenth cab will increase the daily total revenue by $300. Should the company add the tenth cab? (Yes/No) In Figure 2.3 on page 34, suppose the marginal cost of movies is constant at $125 million. Is it sensible to produce the third movie? (Yes/No) Suppose that stricter emissions standards would reduce health-care costs by $50 million but increase the costs of fuel and emissions equipment by $30 million. Is it sensible to tighten the emissions standards? (Yes/No) Arrows up or down: The decision about how fast to sail a cargo ship is based on the benefit and the cost. (Related to Application 2 on page 36.) How Fast to Drive? Suppose Duke is driving to a nearby town to attend a dance party, and must decide how fast to drive. The marginal benefit of speed is the extra dance time he will get by driving faster, and the marginal cost is the additional risk of a collision. The marginal-benefit curve is negatively sloped, and the marginal-cost curve is positively sloped. a. Draw a pair of curves that suggest Duke will drive 40 mph. b. Suppose the normal country band is replaced by Adam Smith and the Invisible Hands, Duke’s favorite punk band. Duke’s utility from slam dancing is twice his utility from the two-step. Use your curves to show how Duke’s chosen speed will change. c. Suppose Duke’s favorite dance partner, Daisy, is grounded for makeup violations. Use your curves to show how Duke’s chosen speed will change. d. Suppose the legal speed limit is set at 35 mph, and there is a 50 percent chance that Duke will be caught if he speeds. Use your curves to show how Duke’s chosen speed will change. Continental Airlines Goes Marginal. In the 1960s, Continental Airlines puzzled observers of the airline industry and dismayed its stockholders by running flights with up to half the seats empty. The average



 2.7



2.8



2.9



2.10



cost of running a flight was $4,000, a figure that includes fixed costs such as airport fees and the cost of running the reservation system. A half-full aircraft generated only $3,100 of revenue. a. Use the marginal principle to explain why Continental ran half-empty flights. b. It will be sensible to run a half-empty flight if the marginal of flight is than $ . Marginal Airlines. Marginal Airlines runs 10 flights per day at a total cost of $50,000, including $30,000 in fixed costs for airport fees and the reservation system and $20,000 for flight crews and food service. a. If an 11th flight would have 25 passengers, each paying $100, would it be sensible to run the flight? b. If the 11th flight would have only 15 passengers, would it be sensible to run the flight? How Many Police Officers? In your city, each police officer has a budgetary cost of $40,000 per year. The property loss from each burglary is $4,000. The first officer hired will reduce crime by 40 burglaries, and each additional officer will reduce crime by half as much as the previous one. How many officers should the city hire? Illustrate with a graph with a marginal-benefit curve and a marginalcost curve. How Many Hours at the Barber Shop? The opportunity cost of your time spent cutting hair at your barber shop is $20 per hour. Electricity costs $6 per hour, and your weekly rent is $250. You normally stay open nine hours per day. a. What is the marginal cost of staying open for one more hour? b. If you expect to give two haircuts in the 10th hour and you charge $15 per haircut, is it sensible to stay open for the extra hour? How Many Pints of Blackberries? The pleasure you get from each pint of freshly picked blackberries is $2.00. It takes you 12 minutes to pick the first pint, and each additional pint takes an additional 2 minutes (14 minutes for the second pint, 16 minutes for the third pint, and so on). The opportunity cost of your time is $0.10 per minute. a. How many pints of blackberries should you pick? Illustrate with a complete graph. b. How would your answer to (a) change if your pleasure decreased by $0.20 for each additional pint ($1.80 for the second, $1.60 for the third, and so on)? Illustrate with a complete graph.



2.3 3.1



3.2



3.3



3.4



3.5



3.6



3.7



The Principle of Voluntary Exchange



When two people involved in an exchange say “thank you” afterwards, they are merely bei ng pol ite. (True/False) Consider a transaction in which a consumer buys a book for $15. The value of the book to the buyer is at least $ , and the cost of producing the book is no more than $ . Arrow up or down: Andy buys and eats one apple per day, and smacks his lips in appreciation as he eats it. The greater his satisfaction with the exchange of money for an apple, the larger the number of smacks. If the price of apples decreases, the number of smacks per apple will . Sally sells one apple per day to Andy, and says “ca-ching” to show her satisfaction with the transaction. The greater her satisfaction with the exchange, the louder her “ca-ching.” If the price of apples decreases, her “ca-ching” will become (louder/softer). Should a Heart Surgeon Do Her Own Plumbing? A heart surgeon is skillful at unplugging arteries and rerouting the flow of blood, and these skills also make her a very skillful plumber. She can clear a clogged drain in six minutes, about 10 times faster than the most skillful plumber in town. (Related to Application 3 on page 38.) a. Should the surgeon clear her own clogged drains? Explain. b. Suppose the surgeon earns $20 per minute in heart surgery, and the best plumber in town charges $50 per hour. How much does the surgeon gain by hiring the plumber to clear a clogged drain? Fishing versus Boat Building. Half the members of a fishing tribe catch two fish per day and half catch eight fish per day. A group of 10 members could build a boat for another tribe in one day and receive a payment of 40 fish for the boat. a. Suppose the boat builders are drawn at random from the tribe. From the tribe’s perspective, what is the expected cost of building the boat? b. How could the tribe decrease the cost of building the boat, thus making it worthwhile? Solving a Tree Cutting Problem. Consider a hilly neighborhood where large trees provide shade but also block views. When a resident announces plans to cut down several trees to improve her view, her neighbors object and announce plans to block the tree cutting.
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 One week later, the trees are gone, but everyone is happy. Use the principle of voluntary exchange to explain what happened.



2.4 4.1



4.2



4.3



4.4



4.5



4.6



4.7



4.8



The Principle of Diminishing Returns



Hours for Ted



Consider the example of Xena’s copy shop. Adding a second worker increased output by 300 pages. If she added a third worker, her output would increase by fewer than pages. If a firm is subject to diminishing marginal returns, an increase in the number of workers decreases the quantity produced. (True/False) Fill in the blanks with “at least” or “less than”: If a firm doubles one input but holds the other inputs fixed, we normally expect output to double; if a firm doubles all inputs, we expect output to double. Fill in the blanks with “flexible” or “inflexible”: Diminishing returns is applicable when a firm is in choosing inputs, but does not apply when a firm is in choosing its inputs. Arrows up or down: As a farmer adds more and more fertilizerto the soil, the crop yield , but at a rate. (Related to Application 4 on page 40.) Feeding the World from a Flowerpot? Comment on the following statement: “If agriculture did not experience diminishing returns, we could feed the world using the soil from a small flowerpot.” (Related to Application 4 on page 40.) When to Use the Principle of Diminishing Returns? You are the manager of a firm that produces memory chips for mobile phones. a. In your decision about how much output to produce this week, would you use the principle of diminishing returns? Explain. b. In your decision about how much output to produce two years from now, would you use the principle of diminishing returns? Explain. Diminishing Returns in Microbrewing? Your microbrewery produces craft beer, using a single vat, various ingredients, and workers. a. If you double the number of workers and ingredients, but don’t add a second vat, would you expect your output (gallons per hour) to double? Explain.



b. If you double the number of workers and ingredients and add a second vat, would you expect your output (gallons per hour) to double? Explain. 4.9 Diminishing Returns and the Marginal Principle. Molly’s Espresso Shop has become busy, and the more hours Ted works, the more espressos Molly can sell. 46



The price of espressos is $2 and Ted’s hourly wage is $11. Complete the following table:



Espressos Sold



Marginal Benefit from Additional Hour



Marginal Cost from Additional Hour



0



100



—



—



1



130



$60 = $2 * 30 additional espressos



$11 = hourly wage



2



154



3



172



4



184



5



190



6



193



If Molly applies the marginal principle, how many hours should Ted work?



2.5 5.1



5.2



5.3



5.4



5.5



5.6



The Real-Nominal Principle



Your savings account pays 4 percent per year: Each $100 in the bank grows to $104 over a one-year period. If prices increase by 3 percent per year, by keeping for a year you actually gain $$100 in the bank . You earn 5 percent interest on funds in your moneymarket account. If consumer prices increase by 7 percent per year, your earnings on $1,000 in the money-market account is $ per year. Suppose that over a one-year period, the nominal wage increases by 2 percent and consumer prices increase by 5 percent. Fill in the blanks: The real wage by percent. Suppose you currently live and work in Cleveland, earning a salary of $60,000 per year and spending $10,000 for housing. You just heard that you will be transferred to a city in California where housing is 50 percent more expensive. In negotiating a new salary, your objective is to keep your real income constant. Your new target salary is $ . Between 1974 2011, the federal increased fromand $2.00 to $7.25. Was minimum the typicalwage minimum-wage worker better off in 2011? (Yes/No) Suppose you graduate with $20,000 in student loans and repay the loans 10 years later. Which is better for
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you, inflation (rising prices) or deflation (falling prices)? (Related to Application 5 on page 42.) Changes in Welfare Payments. Between 1970 and 1988, the average monthly welfare payment to single mothers increased from $160 to $360. Over the same period, the cost of a standard basket of consumer goods (a standard bundle of food, housing, and other goods and services) increased from $39 to $118. Fill the blanks in the following table. Did the real value of welfare payments increase or decrease over this period?



Monthly welfare payment Cost of a standard basket of goods



1970 $160



1988 $360



39



118



Number of baskets per week



5.8



Nominal Nominal Wage: Cost of Nominal Wage: Leisure Nominal Consumer Wage: Professional and Wage: Basket Manufacturing Services Hospitality Information



1980 2004



$ 82 189



$ 7.52 16.34



repaying the loan? Change in Prices and Wages Stable



Changes in Wages and Consumer Prices. The following table shows for 1980 and 2004 the cost of a standard basket of consumer goods (a standard bundle of food, housing, and other goods and services) and the nominal average wage (hourly earnings) for workers in several sectors of the economy.



Year



b. How do the percentage changes in nominal wages compare to the percentage change in the cost of consumer goods? c. Which sectors experienced an increase in real wages, and which sectors experienced a decrease in real wages? 5.9 Repaying a Car Loan. Suppose you borrow money to buy a car and must repay $20,000 in interest and principal in five years. Your current monthly salary is $4,000. (Related to Application 5 on page 42.) a. Complete the following table. b. Which environment has the lowest real cost of



$ 7.48 17.69



$4.05 9.01



$ 9.83 21.70



Percent change from 1980 to 2004



a. Complete the table by computing the percentage changes of the cost of the basket of consumer goods and the nominal wages.



Monthly Salary



Months of Work to Repay $20,000 Loan



$4,000



Inflation: Prices rise by 25% Deflation: Prices drop by 50%



5.10



Inflation and Interest Rates. Len buys MP3 music at $1 per tune, and prefers music now to music later. He is willing to sacrifice 10 tunes today as long as he gets at least 11 tunes in a year. When Len loans $50 to Barb for a one-year period, he cuts back his music purchases by 50 tunes. a. To make Len indifferent about making the loan, Barb must repay him tunes or $ . The implied interest rate is percent. b. Suppose that over the one-year period of the loan, all prices (including the price of MP3 tunes) increase by 20 percent, and Len and Barb anticipate the price changes. To make Len indifferent about making the loan, Barb must repay him tunes or $ . The implied interest rate is percent.



ECONOMIC EXPERIMENT PRODUCING FOLD-ITS



Here is a simple economic experiment that takes about 15 minutes to run. The instructor places a stapler and a stack of paper on a table. Students produce “fold-its” by folding a page of paper in thirds and stapling both ends of the folded page. One student is assigned to inspect each fold-it to be sure that it is produced correctly. The experiment starts with



a single student, or worker, who has one minute to produce as many fold-its as possible. After the instructor records the number of fold-its produced, the process is repeated with two students, three students, four students, and so on. How does the number of fold-its change as the number of workers increases? My Econ Lab For additional economic experiments, please visit www.myeconlab.com. 47



 NOTES 1.“Rent a Tree,” The Economist, March 3, 2008. 2. United Nations Development Program, Human Development Report 1994 (New York: Oxford University Press, 1994); Linda Bilmes and Joseph Stiglitz, “The Economic Costs of the Iraq War: An Appraisal Three Years after the Beginning of the Conflict,” Faculty Research Working Papers, Harvard University, January 2006; Center for American Progress, “The Opportunity Costs of the Iraq War,” August 25, 2004; Scott Wallsten and Katrina Kosec, “The Economic Costs of the War in Iraq,” AEI-Brookings Joint Center for Regulatory Studies, September 2005; Joseph Stiglitz and Linda



48



Bilmes, The Three Trillion Dollar War (New York: WW Norton, 2008). 3. Colin Kennedy, “Lord of the Screens,” in Economist: The World in 2003 (London, 2003), 29. 4. Adam Smith, An Inquiry into the Nature and Causes of the Wealth of Nations (1776), Book 1, Chapter 2. 5. Edward Castronova, Synthetic Worlds: The Business and Culture of Online Games (Chicago: University of Chicago Press, 2005).
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The nation of Latvia is located on the shore of the Baltic Sea, and since the 14th century has been a major commercial hub between west and east. Latvia was at the center of the Hanseatic League, the world’s first Free Trade Area. But in the early 1990s, after several decades of being part of the Soviet Union, Latvia suffered from low labor productivity in the production of most goods. The following table shows output per worker for Latvia and the European Community (EC, a group of six nearby European countries). European Community



Latvia



1200



200



Milk



250



15



Livestock



100



4



Grain



200



10



Saw timber



Latvia’s prospects for trade with the EC appear to be dim: Why would a member of the EC purchase goods produced by such low-productivity workers? Why not just use more productive EC workers to produce everything?



LEARNING



OBJECTIVE



S



•



Use opportunity cost to explain the rationale for specialization and trade.



•



Explain how markets allow specialization and



•



List the roles of government in a market economy.



trade.



My Econ Lab My Econ Lab helps you master each objective and study more efficiently.
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n Chapter 1 , we saw that a society makes three types of economic decisions: what products to produce, how to produce them, and who gets them. In modern economies, most of these decisions are made in markets. Most of us participate in the labor market and are paid for jobs in which we produce goods and services for others. We participate in consumer markets, spending our incomes on food, clothing, housing, and other products. In this chapter, we explain why markets exist and then explore the virtues and the shortcomings of markets. We also examine the role of government in a market-based economy.



3.1



Comparative Advantage and Exchange



As we saw earlier in the book, a market is an institution or arrangement that enables people to buy and sell things. An alternative to buying and selling in markets is to be self-sufficient, with each of us producing everything we need for ourselves. Rather than going it alone, most of us specialize: We produce one or two products for others and then exchange the money we earn for the products we want to consume.



Specialization and the



Gains from Trade



We can explain how people can benefit from specialization and trade with a simple example of two people and two products. Suppose that the crew of the television show Survivor finishes filming a season of episodes on a remote tropical island, and when the crew returns to the mainland two people miss the boat and are left behind. The two real survivors produce and consume two goods, coconuts and fish. The first row of Table 3.1 shows their production possibiliti es. Each day Fred can either gather 2 coconuts or catch 6 fish, while Kate can either gather 1 coconut or catch 1 fish. TABLE 3.1 Productivity and Opportunity Costs



Fred



Output per day Opportunity cost



Kate



Coconuts



Fish



Coconuts



2



6



1



Fish 1



3 fish



1/3 coconut



1 fish



1 coconut



We’ll show that the two survivors will be better off if each person specializes in one product and then exchanges with the other person. We can use one of the key principles of economics to explore the rationale for specialization.



PRINCIPLE



OF OPPORT



UNITY C



OST



The opportunity cost of something is what you sacrifice to get it.



Fred’s opportunity cost of 1 coconut is 3 fish—that’s how many fish he could catch in the time required to gather 1 coconut. Similarly, his opportunity cost of a fish is 1/3 coconut, the number of coconuts he could gather in the time required to catch 1 fish. For Kate, the opportunity cost of 1 coconut is 1 fish, and the opportunity cost of 1 fish is 1 coconut.
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To demonstrate the benefits of exchange, let’s imagine that both people are initially self-sufficient, with each producing enough of both goods to satisfy their own desires. Suppose they devote six days per week to finding food. If Fred initially devotes two days per week to gathering coconuts and four days per week to catching fish, he will produce and consume 4 coconuts (2 per day times two days) and 24 fish (6 per day times four days) per week. This is shown in the first column of Figure 3.1. If Kate initially devotes one day per week to coconuts and five days per week to fish, she will produce and consume 1 coconut and 5 fish per week.



Specialize: Fred in Fish, Kate in Coconuts



Self-Sufficient Fred produces and consumes 4 coconuts and 24 fish.



Fred specializes and produces 36 fish.



(4)



(36)



Kate specializes and produces 6 coconuts.



(1)



(5)



▲



Fred gives Kate 10 fish for 5 coconuts. He gains 1 coconut and 2 fish.



(5)



(24)



Kate produces and consumes 1 coconut and 5 fish.



Exchange 10 Fish and 5 Coconuts



FIGURE 3.1 Specialization and the Gains from Trade



(6)



(26)



Kate gives Fred 5 coconuts for 10 fish. She gains 5 fish.



(1)



(10)
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comparative advantage The ability of one person or nation to produce a good at a lower opportunity cost than another person or nation.



Specialization will increase the total output of our little survivor economy. It is sensible for each person to specialize in the good for which he or she has a lower opportunity cost. We say that a person has a comparative advantage in producing a particular product if he or she has a lower opportunity cost than another person: • Fred has a comparative advantage in producing fish because his opportunity cost of fish is 1/3 coconut per fish, compared to 1 coconut per fish for Kate. • Kate has a comparative advantage in harvesting coconuts because her opportunity cost of coconuts is 1 fish per coconut, compared to 3 fish per coconut for Fred. The second column of Figure 3.1 shows what happens to production when the two people specialize: Fred produces 36 fish and Kate produces 6 coconuts. The total output of both goods increases: The number of coconuts increases from 5 to 6, and the number of fish increases from 29 to 36. Specialization increases the output of both goods because both people are focusing on what they do best. If specialization is followed by exchange, both people will be better off. Suppose Fred and Kate agree to exchange 2 fish per coconut. Fred could give up 10 fish to get 5 coconuts. As shown in the third column of Figure 3.1 , that leaves him with 5 coconuts and 26 fish. Compared to the self-sufficient outcome, he has more of both goods—1 more coconut and 2 more fish. If Kate gives up 5 coconuts to get 10 fish, that leaves her with 1 coconut and 10 fish, which is better than her self-sufficient outcome of 1 coconut and 5 fish. Specialization and exchange make both people better off, illustrating one of the key principles of economics:



PRINCIPLE



OF V OLUNTARY EXCHANGE



A voluntary exchange between two people makes both people better off.



Comparative Advantage



absolute advantage The ability of one person or nation to produce a product at a lower resource cost than another person or nation.



versus Absolute Advantage



We’ve seen that it is beneficial for each person to specialize in the product for which he or she has a comparative advantage—a lower opportunity cost. You may have noticed that Fred is more productive than Kate in producing both goods. Fred requires a smaller quantity of resources (in this case less labor time) to produce both goods, so he has an absolute advantage in producing both goods. Despite his absolute advantage, Fred gains from specialization and trade because he has a comparative advantage in fish. Fred is twice as productive as Kate in producing coconuts, but six times as productive in producing fish. By relying on Kate to produce coconuts, Fred frees up time to spend producing fish, the good for which he has the larger productivity advantage over Kate. The lesson is that specialization and exchange result from comparative advantage, not absolute advantage.
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The Division of Labor and Exchange So far we’ve seen that specialization and trade exploit differences in productivity across workers and make everyone better off. We’ve assumed that the differences in productivity are innate, not acquired. In his 1776 book An Inquiry into the Nature and Causes of the Wealth of Nations , Adam Smith noted that specialization actually increased productivity through the division of labor. He used the example of the pin factory to illustrate how the division of labor increased output:1 A workman . . . could scarce, perhaps with his utmost industry, make one pin a day, and certainly could not make twenty. But the way in which this business is now carried on . . . one man draws out the wire, another straightens it, a third cuts it, a fourth points it, a fifth grinds the top for receiving the head; to make the head requires two or three distinct operations. . . . The . . . making of a pin is, in this manner, divided into about eighteen distinct operations. . . . I have seen a small manufactory of this kind where ten men . . . make among them . . . upward of forty eight thousand pins in a day.



Smith listed three reasons for productivity to increase with specialization, with each worker performing a single production task: 1 Repetition. The more times a worker performs a particular task, the more proficient



the worker becomes at that task. 2 Continuity. A specialized worker doesn’t spend time switching from one task to



another. This is especially important if switching tasks requires a change in tools or location. 3 Innovation. A specialized worker gains insights into a particular task that lead to better production methods. Smith believed that workers were innovators:2 A great part of the machines made use of in those manufacturies in which labour is most subdivided, were srcinally the inventions of common workmen, who, being each of them employed in some simple operation, naturally turned their thoughts toward finding out easier and readier methods of performing it.



To summarize, specialization and exchange result from differences in productivity that lead to comparative advantage. Differences in productivity result from differences in innate skills and the benefits associated with the division of labor. Adam Smith wrote that “every man thus lives by exchanging, or becomes in some measure a merchant, and the society itself grows to be what is properly a commercial society.” 3



Comparative Advantage



and International Trade



The lessons of comparative advantage and specialization apply to trade between nations. Each nation could be self-sufficient, producing all the goods it consumes, or it could specialize in products for which it has a comparative advantage. Even if one nation is more productive than a second nation in producing all goods, trade will be beneficial if the first nation has a bigger productivity advantage in one
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import A good or service produced in a foreign country and purchased by residents of the home country (for example, the United States). export A good or service produced in the home country (for example, the United States) and sold in another country.



product—that is, if one nation has a comparative advantage in some product. An import is a product produced in a foreign country and purchased by residents of the home country. An export is a product produced in the home country and sold in another country. Many people are skeptical about the idea that international trade can make everyone better off. President Abraham Lincoln expressed his discomfort with importing goods:4 I know if I buy a coat in America, I have a coat and America has the money—If I buy a coat in England, I have the coat and England has the money.



What President Lincoln didn’t understand is that when he buy s a coat in England, he sends dollars to England, but the dollars don’t just sit there. Eventually they are sent back to the United States to buy goods produced by U.S. workers. In the words of economist Todd Buchholz, the author of New Ideas from Dead Economists ,5 Money may not make the world go round, but money certainly goes around the world. To stop it prevents goods from traveling from where they are produced most inexpensively to where they are desired most deeply.



Outsourcing When a domestic firm shifts part of its production to a different country, we say the firm is outsourcing or offshoring . In the modern global economy, transportation and communication costs are relatively low, so firms can spread production across many countries. By taking advantage of the comparative advantages of different countries, a firm can produce its product at a lower cost, charge a lower price, and sell more output. Firms shift functions such as customer service, telemarketing, document management, and medical transcription overseas to reduce production costs, allowing them to 6 sell theirofproducts at lower prices. Some recent studies of outsourcing have reached a number conclusions:



1 The loss of domestic jobs resulting from outsourcing is a normal part of a healthy



economy because technology and consumer preferences change over time. The number of jobs lost to outsourcing is a small fraction of the normal job loss experienced by a healthy economy. For example, in the first three months of 2004, a total of 239,361 workers were laid off, with 9,985 jobs moving to another location within the United States, 4,633 outsourced to another country, and the rest simply lost to the economy. This means that roughly 2 percent of reported layoffs were caused by outsourcing. 2 The jobs lost to outsourcing are at least partly offset by jobs gained through insourcing, jobs that are shifted from overseas to the United States. 3 The cost savings from outsourcing are substantial, leading to lower prices for consumers and more output for firms. The jobs gained from increased output at least partly offset the jobs lost to outsourcing.
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ap pli



ca ti on 1



ABSOLUTE DISADVANTAGE AND COMPARATIVE ADVANTAGE IN LATVIA APPLYING THE CONCEPTS #1: What is the rationale for specialization and trade?



Recall the chapter opener about the nation of Latvia, which in the 1990s was much less productive than nations in the European Community. The question is, Why would a member of the EC, whose workers are more productive than Latvian workers in the production of all goods, buy any products from Latvia? The following table shows worker productivity and the opportunity cost of production for two products, saw timber and grain.



Output Opportunity Cost



EC: Saw Timber



EC: Grain



Latvia: Saw Timber



1200



200



200



Latvia: Grain 10



1/6 Grain



6 Saw timber



1/20 Grain



20 Saw timber



Although the EC has an absolute advantage in both products, it has a comparative advantage (a lower opportunity cost) in grain: the opportunity cost of one unit of grain is 6 units of saw timber in the EC, compared to 20 units of saw timber in Latvia. Latvia has a comparative advantage in saw timber: the opportunity cost is 1/20 units of grain in Latvia, compared to 1/6 units of grain in the EC. Based on the notion of comparative advantage, we know that both the EC and Latvia can be made better off if the EC produces grain in exchange for saw timber produced by Latvia. The EC specializes in grain because that’s the product for which it has the largest productivity advantage: the productivity ratio is 20:1 for grain, compared to only 6:1 for saw Related to Exercise 1.10.



timber. SOURCE: Based on Aleksandrs Fedotovs, “A small nation’s comparative advantage: The case of Latvia,” Business and Economic Horizons 1 (2010), pp. 51−57.



3.2



Markets



Earlier in the chapter, we used a simple example of direct exchange to show the benefits of specialization and exchange. In a modern economy, people don’t directly exchange goods like fish and coconuts, but instead rely on all sorts of markets to exchange goods and services, trading what they have for what they want. In a market economy , most people specialize in one productive activity by picking



market economy An economy in which people specialize and exchange goods and services in markets.
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an occupation, and use their incomes to buy most of the goods they consume. In addition to the labor and consumer markets, many of us participate in the market for financial capital: We earn interest from savings accounts and money-market accounts and pay interest on mortgages, car loans, and student loans. Friedrich Hayek, a famous twentieth-century economist, suggested that if the market system hadn’t arisen naturally, it would have been proclaimed the greatest invention in human history. 7 Although it appears that markets arose naturally, a number of social and government inventions have made them work better: • Contracts specify the terms of exchange, facilitating exchange between strangers. If you have a cell phone provider, you expect to have reliable phone service as long as you pay your bill. If you operate a bookstore, you expect book wholesalers to deliver the books you’ve purchased. In both cases, a contract specifies the terms of exchange. • Insurance reduces the risk entrepreneurs face. If you operate a bagel shop, fire insurance reduces your losses in the event of a fire. • Patents increase the profitability of inventions, encouraging firms to develop new products and production processes. Pharmaceutical companies such as Bayer Pharmaceutical and Merck spend billions of dollars to create, test, and bring new products to the market. A patent prevents other companies from copying a new product, making it more likely that the revenue from a new product will be large enough to cover research and development costs. • Accounting rules provide potential investors with reliable information about the financial performance of a firm. If you are thinking about investing in Apple Inc., you can use publicly available information to examine the company’s financial history.



V i r t u e s o f M a r k e ts centrally planned economy An economy in which a government bureaucracy decides how much of each good to produce, how to produce the good, and who gets the good.



To assess the virtues of the market system, imagine an alternative—a centrally planned economy in which a planning authority decides what products to produce, how to produce them, and who gets them. To make these decisions, a planner must first collect a huge amount of widely dispersed information about consumption desires (what products each individual wants), production techniques (what resources are required to produce each product), and the availability of factors of production (labor, human capital, physical capital, and natural resources). Then the planner must decide how to allocate the productive resources among the alternative products. Finally, the planner must divide the output among the economy’s citizens. Clearly, a central planner has a formidable task.
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Under a market system, decisions are made by the millions of people who already have information about consumers’ desires, production technology, and resources. These decisions are guided by prices of inputs and outputs. To illustr ate, suppose you buy a wool coat. The dozens of people who contributed to the production of the coat—including the farmers who manage the sheep, the workers who transform raw wool into cloth and the cloth into a coat, the truckers who transport the inputs and the actual coat, and the merchant who sold the coat—didn’t know you wanted a coat: • The farmer knew that the price of wool was high enough to justify raising and shearing sheep. • The workers knew that wages were high enough to make their efforts worthwhile. • The merchant knew that the retail price of the coat was high enough to make it worthwhile to acquire the coat in anticipation of selling it. In a market system, prices provide individuals the information they need to make decisions. Prices provide signals about the relative scarcity of a product and help an economy respond to scarcity. For example, suppose wool becomes scarcer, either because a new use for wool is discovered or an old source of wool disappears. The greater scarcity will increase the price of wool, and producers and consumers will respond in ways that diminish scarcity: • The higher price encourages fabric producers to use the available wool more efficiently and encourages farmers to produce more of it. • The higher price also encourages consumers to switch to coats made from alternative fabrics. The se two res ponses hel p the economy accomm odate an inc rease in scarcity. Consumers and producers don’t need to know why wool is scarcer for these mechanisms to kick in—they only need to know that the price is higher. The decisions made in markets result from the interactions of millions of people, each motivated by his or her own interest. Adam Smith used the metaphor of the “invisible hand” to explain that people acting in self-interest may actually promote the interest of society as a whole:8 It is not from the benevolence of the butcher, the brewer, or the baker that we expect our dinner, but from their regard to their own interest. We address ourselves, not to their humanity but to their self-love, and never talk to them of our own necessities but of their advantages. . . [Man is] led by an invisible hand to promote an end which was no part of this intention. . . . By pursuing his own interest he frequently promotes that of the society more effectually than when he really intends to promote it. . . . Nobody but a beggar chooses to depend chiefly upon the benevolence of his fellow citizens.
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The market system works by getting each person, motivated by self-interest, to produce products for other people.



The Role of Entrepreneurs Entrepreneurs play a key role in a market economy. Prices and profits provide signals to entrepreneurs about what to produce. If a product suddenly becomes popular, competition among consumers to obtain it will increase its price and increase the profits earned by firms producing it. Entrepreneurs will enter the market and increase production to meet the higher demand, switching resources from the production of other products. As entrepreneurs enter the market, they compete for customers, price backIndown to theiflevel that generates just popular, enough profit for them todriving remainthe in business. contrast, a product becomes less the process is reversed. Producers will cut prices in order to be sure of selling the product to the smaller number of customers who want it. Entrepreneurs will leave the unprofitable market, finding other products to produce, and the price will eventually rise back to the level where profits are high enough for the remaining producers to justify staying in business.



Example of the Emergence o



f Markets: POW Camps



To illustrate the pervasiveness of exchange, consider the emergence of markets in prisoner of war (POW) camps during World War II. 9 During World War II, the International Red Cross gave each Allied prisoner a weekly parcel with the same mix of products—tinned milk, jam, butter, biscuits, corned beef, chocolate, sugar, and cigarettes. In addition, many prisoners received private parcels from family and friends. The prisoners used barter to exchange one good for another, and cigarettes emerged as the medium of exchange. Prisoners wandered through the camp calling out their offers of goods. For example, “cheese for seven” meant that the prisoner was willing to sell a cheese ration for 7 cigarettes. In addition to food, the prisoners bought and sold clothing (80 cigarettes per shirt), laundry services (2 cigarettes per garment), and hot cups of coffee (2 cigarettes per cup). The prices of products reflected their scarcity. The tea-drinking British prisoners demanded little coffee. Because the British were confined to their compound, packets of coffee beans sold for just a few cigarettes. Enterprising British prisoner s bribed prison guards to permit them to travel to the French compound, where they could sell coffee for dozens of cigarettes. Religious groups such as the Sikhs didn’t eat beef, and the excess supply of beef in the Sikh compound led to low beef prices. One prisoner who knew the Sikh language bought beef at a low price in the Sikh compound and sold it at a higher price in other compounds. Eventually, other people entered the Sikh beef trade, and beef prices across compounds became roughly equal.
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THE MARKET FOR METEORITES APPLYING THE CONCEPTS #2: Why do markets develop?



When a meteoroid, a chunk of debris in the solar system, enters the earth’s atmosphere it becomes a meteor, and if a meteor reaches the ground and survives impact, it becomes a meteorite. Meteorites are prized by private collectors and scientists, who study them for astronomical insights. The market for meteorites is highly organized. Meteorites have been hitting the earth for millions of years, and they can still be found in many desert areas. In Morocco, people bring meteorites picked up in the desert to local dealers, who then sell them to the public through websites and eBay. And there are professional meteorite hunters, who listen for news of meteorite showers and then travel to the landfalls to gather fresh meteorites. Recently some scientists traveled to Morocco to purchase a meteorite from Mars for $17,400 ($300 per gram). The scientists will examine the meteorite to get insights into the geology of Mars. The market price of meteorites varies from a few dollars per gram for the most common types to hundreds of dollars per gram for the rarest, including objects that srcinated from Mars and the moon. Related to Exercise 2.4 . SOURCE: Based on Ira Flato, Science Friday January 20, 2012 (National Public Radio, 2012).



3.3



Market Failure and the Role of Government



Although markets often operate efficiently on their own, sometimes they do not. Market failure happens when a market doesn’t generate the most efficient outcome. Later in the book, we’ll explore several sources of market failure and discuss possible responses by government. Here is a preview of the topics: • Pollution. For markets to work efficiently, the people making the decisions about production and consumption must bear the full costs of their decisions. In some cases, however, other people bear some of the costs. For example, people living downwind from a paper mill breathe dirty air. The people who decide how much paper to produce will ignore these other costs, so their decisions about how much paper to produce will be inefficient from the social perspective. Similarly, people with asthma suffer from the emissions of cars and
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SUVs. Drivers ignore these other costs, so their decisions about how much to drive will be inefficient from the social perspective. The role of government is to ensure that polluters bear the full cost of their production and consumption decisions. • Public goods. A public good is available for everyone to utilize, regardless of who pays and who doesn’t. Another requirement for market efficiency is that decision makers must reap the full benefits from their decisions. In the case of a public good such as a levee, the benefits go to everyone in the area protected from flooding, not just the person who builds the levee. The role of government is to facilitate the collective decision making for public goods such as levees, national defense, parks, and space exploration. • Imperfect information. For markets to operate efficiently, people must have enough information to make informed decisions about how much to produce or consume. When they don’t, the role of government is to disseminate information and promote informed choices. • Imperfect competition. Some markets are dominated by a few large firms, and the lack of competition leads to high prices and small quantities. For example, DeBeers dominates the diamond market. The role of government is to foster competition, which leads to lower prices and more choices. What are th e other role s of go vern ment in a mark et -based economy? Th e gove rn ment enforc es property ri ghts by prot ecti ng th e property and possessions of individuals and firms from theft. The government uses the legal system—police, courts, and prisons—to enforce those rights. The protection of private property guarantees that people will keep the fruits of their labor, encouraging production and exchange. The government has two additional roles to play in a market economy: • Establishing rules for market exchange and using its police power to enforce the rules. • Reducing economic uncertainty and providing for people who have lost a job, have poor health, or experience other unforeseen difficulties and accidents.



Government Enforces the



Rules of Exchange



The market system is based on exchanges between strangers. These exchanges are covered by implicit and explicit contracts that establish the terms of trade. For example, real-estate transactions and other business dealings are sealed with explicit contracts that specify who pays what, and when. To facilitate exchange, the government helps to enforce contracts by maintaining a legal system that punishes people who violate them. This system allows people to trade with the confidence that the terms of the contracts they enter will be met. In the case of consumer goods, the implicit contract is that the product is safe to use. The government enforces this implicit contract through product liability or tort law. If a consumer is harmed by using a particular product, the consumer can file a lawsuit against the manufacturer and seek compensation. For example, consumers who are injured in defective automobiles may be awarded settlements to cover the cost of medical care, lost work time, and pain and suffering.
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The government also disseminates information about consumer products. The government requires firms to provide information about the features of their products, including warnings about potentially harmful uses of the product. For example, cigarettes have warning labels like “Quitting Smoking Now Greatly Reduces Serious Risks to Your Health.” Some cold medications warn consumers to avoid driving while taking the medication. We’ve already seen one of the virtues of a market system—competition among producers tends to keep prices low. As we’ll see later, the government uses antitrust policy to foster competition by (a) breaking up monopolies (a single seller of a product), (b) preventing firms from colluding to fix prices, and (c) preventing firms that produce competing products from merging into a single firm. In some markets, the emergence of a single firm—a monopolist—is inevitable because the entry of a second firm would make both firms unprofitable. Some examples are cable television providers and electricity producers. Governments regulate these the price of the products they produce.



Government Can



Reduce Economic



firms, controlling



Uncertainty



A market economy provides plenty of opportunities to people, but it has risks. Your level of success in a market economy—how much income you earn and how much wealth you accumulate—will depend on your innate intelligence as well as your efforts. But there is also an element of luck: Your fate is affected by where you were born, what occupation you choose, and your genetic makeup and health. Chance events, such as natural disasters and human accidents, also can affect your prosperity. Finally, some people lose their jobs when the national economy is in a slump and firms lay off workers. Given the uncertainty of market economies, most governments fund a “social safety net” that provides for citizens who fare poorly in markets. The safety net includes programs that redistribute income from rich to poor, from the employed to the unemployed. The idea behind having a social safety net is to guarantee a minimum income to people who suffer from job losses, poor health, or bad luck. Of course, there are private responses to economic uncertainty. For example, we can buy our own insurance to cover losses from fire and theft, to cover our medical expenses, and to provide death benefits to our survivors in the event of an accident or disaster. Private insurance works because only a fraction of the people who buy insurance eventually file claims and receive reimbursements from insurance companies. In other words, the payments, or premiums, of many are used to pay the claims of a few. Private insurance works when enough low-risk people purchase insurance to cover the costs of reimbursing the high-risk people. Some types of insurance are unavailable in the private insurance market. As a result, the government steps in to fill the void. For example, unemployment insurance (UI) is a government program that provides 26 weeks of compensation for people who lose their jobs. The insurance is financed by mandatory contributions from employers. Because all employers contribute to the system, the cost of the insurance stays low.
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 ap pl ic at ion 3 CIVIL LIBERTIES AND EFFICIENCY OF GOVERNMENT APPLYING THE CONCEPTS #3: What is the role of government in a market economy?



One role of government is to promote civil liberties such as the freedom of expression, the freedom of religion, and the right to own personal property. Several organizations score different countries with respect to the strength of their civil liberties. For example, the Freedom House uses a checklist of 14 civil liberties to score countries on a scale of 1−7, and the Humana index scores countries on a scale of 0−100. A recent study shows that countries with relatively strong civil liberties have relatively high rates of return on government investment projects. The World Bank funds all sorts of development projects, including roads, systems for electricity and water, and health services. If we move from a country with relatively weak civil liberties to a country with relatively strong civil liberties, the economic rate of return on World Bank projects increases by about 15 percentage points. For a less extreme comparison, if we move from a country with a Humana index of 32 to a country with a Humana index of 50, the average rate of return increases from 12 percent to 16 percent. The positive relationship between the strength of civil liberties and the economic rate of return suggests that civil liberties promote citizen participation and public accountability, increasing the efficiency of government projects. Related to Exercise 3.5 .



SOURCE: Based on Jonathan Isham, Daniel Kaufmann, Lant Pritchett, “Civil Liberties, Democracy, and the Performance of Government Projects,” The World Bank Economic Review 11 (1997), pp. 219−242.



SUMMARY This chapter explored specialization and exchange and the virtues and shortcomings of markets. We also discussed the role of government in a market economy. Here are the main points of the chapter: 1 It is sensible for a person to produce the product for which he or she has a comparative advantage, that is, a lower opportunity cost than another person.
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2 Specializationincreases productivity through the division of labor, a result of the benefits of repetition, continuity, and innovation. 3 A system of international specialization and trade is sensible because nations have different opportunity costs of producing goods, giving rise to comparative advantages. 4 Under a market system, self-interested people, guided by prices, make the decisions about what products to produce, how to produce them, and who gets them. 5 Government roles in a market economy include establishing the rules for exchange, reducing economic uncertainty, and responding to market failures.



 KEY TERMS absolute advantage, p. 52



comparative advantage, p. 52



import, p. 54



centrally planned economy, p. 56



export, p. 54



market economy, p. 55



EXERCISES 3.1 1.1



All problems are assignable in MyEconLab; exercises that update with real-time data are marked with 1.8



Approximately what percentage of job losses in the first three months of 2004 were caused by outsourcing—2, 10, or 25 percent?



1.9



Consider a bicycle producer that initially employs 200 production workers and 10 customerservice workers. When the firm outsources its customer-service operation to India, the 10 customer-service workers lose their jobs.



Comparative Advantage and Exchange



Consider an accounting firm with two accountants. a. Fill in the blanks in the following table. Quigley Financial Statements Output per hour



2



Slokum



Tax Financial Tax Returns Statements Returns 8



1



a. Explain why the net effect from outsourcing could be a loss of fewer than 10 jobs in the firm.



1



Opportunity cost



b. Quigley has a comparative advantage in , while Slokum has a comparative advantage in . 1.2



Mike, the manager of a car wash, is more productive at washing cars than any potential workers he could hire. Should he wash all the cars himself? (Yes/No)



1.3



Pat and Terry run a landscaping firm that cuts lawns and prunes trees. Pat is more productive than Terry at both tasks. Pat should cut lawns and Terry should prune trees if Pat has a in cutting lawns.



1.4



Adam Smith listed three reasons for specialization to increase productivity: (1) ; (2) ; and (3) .



1.5



President Lincoln’s discomfort with imports resulted from his failure to recognize that money sent to England eventually .



1.6



Arrows up or down: Outsourcing production costs and consumer prices.



1.7



In the first three months of 2004, the number of jobs moving to another state was (larger/ smaller) than the number of jobs moving to another country.



.



b. Under what circumstances will there be a net gain in jobs in the firm? 1.10



Although Latvia had an absolute disadvantage in most products relative to EC countries, trade was mutually beneficial because Latvia had a advantage on page 55in .)



1.11



. (Related to Application 1



Exchange in an Island Economy. Robin and Terry are stranded on a deserted island and consume two products, coconuts and fish. In a day, Robin can catch 2 fish or gather 8 coconuts, and Terry can catch 1 fish or gather 1 coconut. a. Use these numbers to prepare a table like Table 3.1 on page 50 . Which person has a comparative advantage in fishing? Which person has a comparative advantage in gathering coconuts? b. Suppose that each person is initially self-sufficient. In a six-day week, Robin produces and consumes 32 coconuts and 4 fish, and Terry produces and consumes 3 coconuts and 3 fish. Show that specialization and exchange (at a rate of 3 coconuts per



fish)same allows Robinoftofish consume moreTerry coconuts and the number and allows to consume more coconuts and the same number of fish. Illustrate your answer with a graph like Figure 3.1 on page 51.
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 1.12



Technological Innovation and Exchange. Recall the example of Fred and Kate shown in Table 3.1 on page 50 . Suppose a technological innovation, such as a rope ladder, increases the coconut productivity of both people: Fred can now produce three coconuts per day, while Kate can now produce two coconuts per day. Their productivity for fish has not changed. Suppose they agree to trade one coconut for each fish. Will both people gain from specialization and trade?



1.15



Trade Balances by Country. Access the Statistical Abs tra ct of the Uni ted Sta tes on the Internet and download the tables in the section entitled “Foreign Commerce and Aid.” One of the tables lists U.S. exports and imports and merchandise trade balance by country. Fill in the blanks in the following table for the most recent year listed in the table.



Country 1.13



Comparative Advantage in Selling. Selma is a better salesperson than Mark in both city A and city B.



General Exports Imports ($ millions) ($ millions)



Merchandise Trade Balance ($ millions)



Australia China



Selma



Mark



Sales per day in city A



48



24



Sales per day in city B



40



10



Italy Japan Mexico Netherlands Saudi Arabia



a. If each person handles one city and the objective is to maximize total sales, which city should each person handle? b. Is your answer to (a) consistent with the notion of exploiting comparative advantage? 1.14



Data on Exports and Imports. Access the Statistical Abstract of the United States on the Internet and download the tables in the section entitled “Foreign Commerce and Aid.” One of the tables lists U.S. exports and imports by selected Standard Industrial Trade Classification (SITC) commodity. Fill in the blanks in the following table for the most recent year listed in the table.



Net Exports = Export Value Import Value Exports – Imports Commodity ($ millions) ($ millions) ($ millions)



Singapore



3.2



Markets



2.1



Four social inventions that support markets are (1) , which specify the terms of exchange; (2) , which reduce the risk of entrepreneurs; (3) , which increases the profitability of inventions; and (4) rules, which provide potential investors with reliable information about the financial performance of firms.



2.2



Arrow up or down: Trade between different POW compounds the difference in the price of beef across the compounds.



2.3



To explain the virtues of markets, Adam Smith used the metaphor of the invisible pancreas. (True/False)



2.4



Meteorites travel from Mars to science laboratories on Earth with the help of markets that involve . (Related to Application 2 on page 59 .)



Coffee Corn Soybeans Airplanes Footwear Vehicles Crude oil
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 2.5



Coffee and Cheese Exchange in a POW Camp. Suppose that in the British compound of a POW camp, the price of cheese is 6 cigarettes per cheese ration and the price of coffee beans is 3 cigarettes per coffee ration. In the French compound, the price of coffee beans is 24 cigarettes per ration. a. Is there an opportunity for beneficial exchange?



3.3



Some markets are dominated by a few large firms, leading to high and small .



3.4



By promoting competition, the government generates product prices.



3.5



There is a (positive/negative) relationship between the strength of civil liberties and the economic rate of return on World Bank projects, suggesting that civil liberties lead to (more/less) efficient government. (Related to Application 3 on page 62.)



3.6



Pirating Textbooks? The government protects intellectual property rights by enforcing copyright rules on textbooks. Suppose an organization scans the pages of this and other introductory economics textbooks and makes them available for downloading at no charge.



b. A British prisoner could exchange his cheese ration for cigarettes, then exchange the extra cigarettes for coffee rations in the British compound. If he travels to the French com-



pound, he could exchange the he extra coffeetofor cigarettes. When returns the British compound, he can exchange the extra cigarettes for cheese rations. In other words, his net gain from trade is cheese rations. 2.6



Extending Trade outside the Camp. Late in World War II, a German guard exchanged bread and chocolate at the rate of one loaf for one chocolate bar. Inside the Allied POW camp, the price of chocolate was 15 cigarettes per bar, and the price of bread was 40 cigarettes per loaf. a. Is there an opportunity for beneficial exchange? b. With the guard, a POW could exchange three chocolate bars for loaves of bread. In the



camp, the POW could exchange the extra loaves for cigarettes, and then exchange the extra cigarettes for chocolate bars. In other words, the POW’s net gain from trade is chocolate bars.



3.3 3.1



3.2



Market Failure and the Role of Government



For markets to operate efficiently, the people making consumption and production decisions must bear the full and reap the full from their decisions. Pollution from a paper mill is an example of market failure because people living downwind of the mill bear part of of production.



a. As a current textbook consumer, would you be better off or worse off? b.



3.7



What are the implications for the next generation of economics students?



Unemployment Insurance.Each worker employed by Risky Business has a 20 percent chance of losing his or her job in the next year. Each worker employed by Safe Business has a 2 percent chance of losing his or her job. You manage an insurance company that provides a lump



sum of $10,000 to each unemployed worker. a. What is the minimum amount you would charge Risky Business for each employee covered by the unemployment policy? b. What is the minimum amount you would charge Safe Business for each employee covered by the unemployment policy? c. Suppose you charge the same premium to both businesses. The companies have the same number of workers and are required to purchase unemployment insurance. What is the minimum amount you would charge?
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 NOTES 1. Adam Smith, An Inquiry into the Nature and Causes of the Wealth of Nations (1776), Book 1, Chapter 1. 2. Ibid. 3. Adam Smith, An Inquiry into the Nature and Causes of the Wealth of Nations (1776), Book 4, Chapter 2. 4. Todd G. Buchholz, New Ideas from Dead Economists: An Introduction to Modern Economic Thought (New York: Penguin, 2007), 76. 5. Todd G. Buchholz, New Ideas from Dead Economists: An Introduction to Modern Economic Thought (New York: Penguin, 2007), 76–77.
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6. U.S. Bureau of Labor Statistics, “Extended Mass Layoffs Associated with Domestic and Overseas Relocations, First Quarter 2004,” June 2004. 7. Todd G. Buchholz, New Ideas from Dead Economists: An Introduction to Modern Economic Thought (New York: Penguin, 2007), 21. 8. Adam Smith, An Inquiry into the Nature and Causes of the Wealth of Nations (1776), Book 4, Chapter 2. 9. R. A. Radford, “The Economic Organization of a P.O.W. Camp,” Economica, November 1945, 189–201.



 Demand, Supply, and Market Equilibrium



CHAPTER



4



In recent years, thousands of workers have moved to North Dakota to work in the oil industry, uses fracturing a to extractwhich oil from the hydraulic Bakken formation, 360-million-year-old shale bed. Between 2009 and 2012, mining employment in the state increased by about 11,000 jobs and total employment increased by over 40,000 jobs. Given the limited options for increasing the housing stock in the short run, increased demand for housing caused housing prices to rise dramatically. In the town of Williston, the rent for a two-bedroom apartment increased from $350 per month to $2,000. The housing industry is responding to higher housing prices in a number of ways. The number of building permits for homes and apartment complexes increased to record levels, and five new hotels are being built in Williston. One innovative response is the building of “man camps,” dormitory-style housing complexes that accommodate up to 1,000 men. The daily rent of $100 includes three meals per day, and in many cases is paid by employers.



LEARNING



OBJECTIVE



S



•



Describe and explain the law of demand.



•



Describe and explain the law of supply.



•



Explain the role of price in reaching a market



•



equilibrium. Describe the effect of a change in demand on the equilibrium price.



•



Describe the effect of a change in supply on the equilibrium price.



•



Use information on price and quantity to determine what caused a change in price. My Econ Lab My Econ Lab helps you master each objective and study more efficiently.
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CHAPTER 4 • DEMAND, SUPPLY, AND MARKET EQUILIBRIUM



o perfectly competitive market A market with many sellers and buyers of a homogeneous product and no barriers to entry.



ur discussion of the virtues of exchange and markets in Chapter 3 has set the stage for this chapter, where we explore the mechanics of markets. We use the model of demand and supply—the most important tool of economic analysis—to see how markets work. We’ll see how the prices of goods and services are affected by all sorts of changes in the economy, including bad weather, higher income, technological innovation, bad publicity, and changes in consumer preferences. This chapter will prepare you for the applications of demand and supply you’ll see in the rest of the book. The model of demand and supply explains how a perfectly competitive market operates. A perfectly competitive markethas many buyers and sellers of a product, so no single buyer or seller can affect the market price. The classic example of a perfectly competitive firm is a wheat farmer who produces a tiny fraction of the total supply of wheat. No matter how much wheat an individual farmer produces, the farmer can’t change the market price of wheat.



4.1



The Demand Curve



On the demand side of a market, consumers buy products from firms. We have one main question about this side of the market: How much of a particular product are consumers willing to buy during a particular period? Notice that we define demand for a particular period, for example, a day, a month, or a year. We’ll start our discussion of demand with the individual consumer. A consumer who is willing to buy a particular product is willing to sacrifice enough money to purchase it. The consumer doesn’t merely have a desire to buy the good, but is also willing and able to sacrifice something to get it. How much of a product is an individual willing to buy? It depends on a number of variables. Here is a list of the variables that affect an individual consumer’s decision, using the pizza market as an example: • The price of the product (for example, the price of a pizza) • The consumer’s income • The price of substitute goods (for example, the prices of tacos or sandwiches or other goods that can be consumed instead of pizza) • The price of complementary goods (for example, the price of lemonade or other goods consumed with pizza) • The consumer’s preferences or tastes and advertising that may influence preferences • The consumer’s expectations about future prices quantity demanded The amount of a product that consumers are willing and able to buy.



Together, these variables determine how much of a particular product an individual consumer is willing and able to buy, the quantity demanded. We’ll start our discussion of demand with the relationship between price and quantity demanded, a relationship we represented graphically by the demand curve. Later in the chapter, we will discuss the other variables that affect the individual consumer’s decision about how much of a product to buy.



T h e In d i v i d u a l D e m a n d C u rv e a n d t h e L a w o f D e m a n d demand schedule A table that shows the relationship between the price of a product and the quantity demanded, ceteris paribus .



The starting point for a discussion of individual demand is a demand schedule, which is a table of numbers showing the relationship between the price of a particular product and the quantity that an individual consumer is willing to buy. The demand schedule shows how the quantity demanded by an individual changes with the price, ceteris paribus (everything else held fixed). The variables that are held fixed in the demand
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schedule are the consumer’s income, the prices of substitutes and complements, the consumer’s tastes, and the consumer’s expectations about future prices. The table in Figure 4.1 shows Al’s demand schedule for pizza. At a price of $2, Al buys 13 pizzas per month. As the price rises, he buys fewer pizzas: 10 pizzas at a price of $4, 7 pizzas at a price of $6, and so on, down to only 1 pizza at a price of $10. Remember that in a demand schedule, any change in quantity results from a change in price alone. a



$10



b



8 a iz p r e p e c i r P



c



6



d



4



e



2



Individual demand 0 1



4



7



10



13



Pizzas per month
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FIGURE 4.1



The Individual Demand Curve According to the law of demand, the higher the price, the smaller the quantity demanded, everything else being equal. Therefore, the demand curve is negatively sloped: When the price increases from $6 to $8,the c) to four pizzas per month (point b). quantity demanded decreases from seven pizzas per month (point



The individual demand curve is a graphical representation of the demand schedule. By plotting the numbers in Al’s demand schedule—various combinations of price and quantity—we can draw his demand curve for pizza. The demand curve shows the relationship between the price and the quantity demanded by an individual consumer, ceteris paribus. To get the data for a single demand curve, we change only the price of pizza and observe how a consumer responds to the price change. In Figure 4.1, Al’s demand curve shows the quantity of pizzas he is willing to buy at each price. Notice that Al’s demand curve is negatively sloped, reflecting the law of demand. This law applies to all consumers: There is a negative relationship between price and quantity demanded, ceteris paribus.



The words ceteris paribus remind us that in order to isolate the relationship between price and quantity demanded, we must assume that income, the prices of



individual demand curve A curve that shows the relationship between the price of a good and quantity demanded by an individual consumer, ceteris paribus .



law of demand There is a negative relationship between price and quantity demanded, ceteris paribus.
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CHAPTER 4 • DEMAND, SUPPLY, AND MARKET EQUILIBRIUM



change in quantity demanded A change in the quantity consumers are willing and able to buy when the price changes; represented graphically by movement along the demand curve.



market demand curve A curve showing the relationship between price and quantity demanded by all consumers, . ceteris paribus



related goods such as substitutes and complements, and tastes are unchanged. As the price of pizza increases and nothing else changes, Al moves upward along his demand curve and buys a smaller quantity of pizza. For example, if the price increases from $8 to $10, Al moves upward along his demand curve from point b to point a, and buys only one pizza per month, down from four pizzas at the lower price. A movement along a single demand curve is called a change in quantity demanded, a change in the quantity a consumer is willing to buy when the price changes.



From Individual Demand



to Market Demand



The market demand curve shows the relationship between the price of the good and the quantity demanded by all consumers, ceteris paribus. As in the case of the individual demand curve, when we draw the market demand curve we assume that the other variables that affect individual demand (income, the prices of substitute and complementary goods, tastes, and price expectations) are fixed. In addition, we assume the number of consumers is fixed. Figure 4.2 shows how to derive the market demand curve when there are only two consumers. Panel A shows Al’s demand curve for pizza, and Panel B shows Bea’s demand curve. At a price of $8, Al will buy 4 pizzas (pointa) and Bea will buy 2 pizzas (point b), so the total quantity demanded at this price is 6 pizzas. In Panel C, point c shows the point on the market demand curve associated with a price of $8. At this price, the market quantity demanded is 6 pizzas. If the price drops to $4, Al will buy 10 pizzas



(A) Al’s Demand



+



$10 a z iz p r e p e ic r P



(B) Bea’s Demand



$10 a



8



a z z i p r e p e ic r P



6 d



4



4



(C) Market Demand



$10 b



8



a z z i p r e p e ic r P



e



4



Al’s demand 0



=



c



8



f



4



Bea’s demand



10



0 2



Pizzas per month



6



Market demand 0



Pizzas per month



6



16



Pizzas per month



QUANTITY OF PIZZA DEMANDED Price



▲



Al +



Bea =



Market Demand



$8



4



2



6



6



7



4



11



4



10



6



16



2



13



8



21



FIGURE 4.2



From Individual to Market Demand The market demand equals the sum of the demands of all consumers. In this case, there are only two consumers, so at each price the market quantity demanded equals the quantity demanded by Al plus the quantity demanded by Bea. At a price of $8, Al’s quantity is four pizzas (point a) and Bea’s quantity is two pizzas (point b), so the market quantity demanded is six pizzas (pointc). Each consumer obeys the law of demand, so the market demand curve is negatively sloped.
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LAW OF DEMAND AND CIGARETTES APPLYING THE CONCEPTS #1: What is the law of demand?



As price decreases and we move downward along the market demand for cigarettes, the quantity of cigarettes demanded increases for two reasons. First, people who smoked cigarettes at the srcinal price respond to the lower price by smoking more. Second, some people start smoking. A change in cigarette taxes in Canada illustrates the second effect, the new-smoker effect. In 1994, several provinces in eastern Canada cut their cigarette taxes in response to the smuggling of cigarettes from the U.S. (where taxes are lower), and the price of cigarettes in the provinces decreased by roughly 50 percent. Researchers tracked the choices of 591 youths from the Waterloo Smoking Prevention Program, and concluded that the lower price increased the smoking rate by roughly 17 percent. Related to Exercises 1.6 and 1.8 .



SOURCE: Based on Anindya Sen and Tony Wirjanto, “Estimating the impacts of cigarette taxes on y outh smoking participation, initiation, and persistence: empirical evidence from Canada,” Health Economics 19 (2010), pp. 1264−1280.



(point d) and Bea will buy 6 pizzas (pointe), for a total of 16 pizzas (shown by pointf on the market demand curve). The market demand curve is the horizontal sum of the individual demand curves. The market demand is negatively sloped, reflecting the law of demand. This is sensible, because if each consumer obeys the law of demand, consumers as a group will too. When the price increases from $4 to $8, there is a change in quantity demanded as we move along the demand curve from point f to point c. The movement along the demand curve occurs if the price of pizza is the only variable that has changed.



4.2



The Supply Curve



On the supply side of a market, firms sell their products to consumers. Suppose you ask the manager of a firm, “How much of your product are you willing to produce and sell?” The answer is likely to be “it depends.” The manager’s decision about how much to produce depends on many variables, including the following, using pizza as an example: • The price of the product (for example, the price per pizza) • The wage paid to workers • The price of materials (for example, the price of dough and cheese) • The cost of capital (for example, the cost of a pizza oven) • The state of production technology (for example, the knowledge used in making pizza) • Producers’ expectations about future prices • Taxes paid to the government or subsidies (payments from the government to firms to produce a product) Together, these variables determine how much of a product firms are willing to produce and sell, the quantity supplied. We’ll start our discussion of market supply



quantity supplied The amount of a product that firms are willing and able to sell.
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CHAPTER 4 • DEMAND, SUPPLY, AND MARKET EQUILIBRIUM



with the relationship between the price of a good and the quantity of that good supplied, a relationship we represent graphically by the supply curve. Later in the chapter we will discuss the other variables that affect the individual firm’s decision about how much of a product to produce and sell.



T h e In d i v i d u a l S u p p l y C u r v e a n d t h e L a w o f S u p p l y supply schedule A table that shows the relationship between the price of a product and quantity supplied, ceteris paribus .



Consider the decision of an individual producer. The starting point for a discussion of individual supply is a supply schedule, a table that shows the relationship between the price of a particular product and the quantity that an individual producer is willing to sell. The supply schedule shows how the quantity supplied by an individual producer changes with the price, ceteris paribus . The variables we hold fixed in the supply schedule are input costs, technology, price expectations, and government taxes or subsidies. The table in Figure 4.3 shows the supply schedule for pizza at Lola’s Pizza Shop. At a price of $2, Lola doesn’t produce any pizzas, indicating that a $2 price is not high enough to cover her cost of producing a pizza. In contrast, at a price of $4 she supplies 100 pizzas. In this example, each $2 increase in price increases the quantity supplied by 100 pizzas to 200 at a price of $6, 300 at a price of $8, and so on. Remember that in a supply schedule, a change in quantity results from a change in price alone. Individual supply $10 a z z i p r e p e c i r P
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FIGURE 4.3



The Individual Supply Curve The supply curve of an individual supplier is positively sloped, reflecting the law of supply. As shown by point a, the quantity supplied is zero at a price of $2, indicating that the minimum supply price is just above $2.of An$6, increase price increases the quantity supplied to 100 pizzas at a price of $4, 200 pizzas at a price and soinon.



individual supply curve A curve showing the relationship between price and quantity supplied by a single firm, ceteris paribus .



The individual supply curve is a graphical representation of the supply schedule. By plotting the numbers in Lola’s supply schedule—different combinations of price and quantity—we can draw her supply curve for pizza. The individual supply curve shows the relationship between the price of a product and the quantity supplied by a
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single firm, ceteris paribus. To get the data for a supply curve, we change only the price of pizza and observe how a producer responds to the price change. Figure 4.3 shows Lola’s supply curve for pizza, which shows the quantity of pizzas she is willing to sell at each price. The individual supply curve is positively sloped, reflecting the law of supply, a pattern of behavior that we observe in producers: There is a positive relationship between price and quantity supplied, ceteris paribus.



The words ceteris paribus remind us that to isolate the relationship between price and quantity supplied we assume the other factors that influence producers are unchanged. As the price of pizza increases and nothing else changes, Lola moves upward along her individual supply curve and produces a larger quantity of pizza. For example, if the price increases from $6 to $8, Lola moves upward along her supply curve from point c to point d, and the quantity supplied increases from 200 to 300. A movement along a single supply curve is called a change in quantity supplied, a change in the quantity a producer is willing and able to sell when the price changes. The minimum supply priceis the lowest price at which a product is supplied. A firm won’t produce a product unless the price is high enough to cover the marginal cost of producing it. As shown in Figure 4.3, a price of $2 is not high enough to cover the cost of producing the first pizza, so Lola’s quantity supplied is zero (point a). But when the price rises above $2, she produces some pizzas, indicating that her minimum supply price is just above $2.



Why Is the Individual Supply



Curve Positively Sloped?



The individual supply curve is positively sloped, consistent with the law of supply. To explain the positive slope, consider how Lola responds to an increase in price. A higher price encourages a firm to increase its output by purchasing more materials and hiring more workers. To increase her workforce, Lola might be forced to pay overtime or hire workers who are more costly or less productive than the srcinal workers. But the higher price of pizza makes it worthwhile to incur these higher costs. The supply curve shows the marginal cost of production for different quantities produced. We can use the marginal principle to explain this.



MARGINAL PRINCIPLE Increase the level of an activity as long as its marginal benefit exceeds its marginal cost. Choose the level at which the marginal benefit equals the marginal cost.



For Lola, the marginal benefit of producing a pizza is the price she gets for it. When the price is only $2.00, she doesn’t produce any pizza, which tells us that the marginal cost of the first pizza must be greater than $2.00; otherwise, she would have produced it. But when the price rises to $2.01, she produces the first pizza because now the marginal benefit (the $2.01 price) exceeds the marginal cost. This tells us that the marginal cost of the first pizza is less than $2.01; otherwise, she wouldn’t produce it at a price of $2.01. To summarize, the marginal cost of the first pizza is between $2.00 and $2.01, or just over $2.00. Similarly, point b on the supply curve in Figure 4.3 shows that Lola won’t produce her 100th pizza at a price of $3.99, but will produce at a price of $4.00, indicating that her marginal cost of producing that pizza is between $3.99 and $4.00, or just under $4.00. In general, the supply curve shows the marginal cost of production.



law of supply There is a positive relationship between price and quantity supplied, ceteris paribus .



change in quantity supplied A change in the quantity firms are willing and able to sell when the price changes; represented graphically along the supply curve. by movement



minimum supply price The lowest price at which a product will be supplied.
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From Individual Supply A curve showing the relationship between the market price and quantity supplied by all firms, ceteris paribus .
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to Market Supply



The market supply curve for a particular good shows the relationship between the price of the good and the quantity that all producers together are willing to sell, ceteris paribus. To draw the market supply curve, we assume the other variables that affect individual supply are fixed. The market quantity supplied is simply the sum of the quantities supplied by all the firms in the market. To show how to draw the market supply curve, we’ll assume there are only two firms in the market. Of course, a perfectly competitive market has a large number of firms, but the lessons from the twofirm case generalize to a case of many firms. Figure 4.4 shows how to derive a market supply curve from individual supply curves. In Panel A, Lola has relatively low production costs, as reflected in her relatively low minimum supply price ($2 at point a). In Panel B, Hiram has higher production costs, so he has a higher minimum price ($6 at point f). As a result, his supply curve lies above Lola’s. To draw the market supply curve, we add the individual supply curves horizontally. This gives us two segments for the market supply curve:
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FIGURE 4.4



From Individual to Market Supply The market supply is the sum of the supplies of all firms. In Panel A, Lola is a low-cost producer who produces the first pizza once the price rises above $2 (shown by pointa). In Panel B, Hiram is a highcost producer who doesn’t produce pizza until the price rises above $6 (shown by pointf). To draw the market supply curve, we sum the individual supply curves horizontally. At a price of $8, market supply is 400 pizzas (point m), equal to 300 from Lola (point d) plus 100 from Hiram (point g).



• Prices between $2 and $6: Segment connecting pointsi and k. Hiram’s high-cost firm doesn’t supply any output, so the market supply is the same as the individual supply from Lola. For example, at a price of $4 Lola supplies 100 pizzas (point b) and Hiram does not produce any, so the market supply is 100 pizzas (point j).
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• Prices above $6: Segment above point k. At higher prices, the high-cost firm produces some output, and the market supply is the sum of the quantities supplied by the two firms. For example, at a price of $8 Lola produces 300 pizzas (point d) and Hiram produces 100 pizzas (point g), so the market quantity supplied is 400 pizzas (point m). A perfectly competitive market has hundreds of firms rather than just two, but the process of going from individual supply curves to the market supply curve is the same. We add the individual supply curves horizontally by picking a price and adding up the quantities supplied by all the firms in the market. In the more realistic case of many firms, the supply curve will be smooth rather than kinked. This smooth line is shown in Figure 4.5. In this case, we assume that there are 100 firms identical to Lola’s firm. The minimum supply price is $2, and for each $2 increase in price, the quantity supplied increases by 10,000 pizzas. Market supply $12
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The Market Supply Curve with Many Firms The market supply is the sum of the supplies of all firms. The minimum supply price is $2 (pointa), and the quantity supplied increases by 10,000 for each $2 increase in price to 10,000 at a price of $4 (point b), 20,000 at a price of $6 (point c), and so on.



Why Is the Market Supply



Curve Positively Sloped?



The market supply curve is positively sloped, consistent with the law of supply. To explain the positive slope, consider the two responses by firms to an increase in price: • Individual firm. As we saw earlier, a higher price encourages a firm to increase its output by purchasing more materials and hiring more workers. • New firms. In the long run, new firms can enter the market and existing firms can expand their production facilities to produce more output. The new firms may have higher production costs than the srcinal firms, but the higher output price makes it worthwhile to enter the market, even with higher costs. Like the individual supply curve, the market supply curve shows the marginal costthe offirst production quantities produced. Figure marginal cost of pizza is for thedifferent minimum supply price for theInfirm with4.5, thethe lowest cost (just over $2.00). Similarly, point d on the supply curve shows that the 30,000th pizza won’t be produced at a price of $7.99, but will be produced at a price of $8.00. This indicates that the marginal cost of producing the 30,000th pizza is just under $8.00. Like the individual supply curve, the market supply curve shows the marginal cost of production.
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ap pl ic at ion 2



LAW OF SUPPLY AND WOOLYMPICS APPLYING THE CONCEPTS #2: What is the law of supply?



In the 1990s, the world price of wool decreased by about 30 percent, and prices have remained relatively low since then. Based on the law of supply, we would expect the quantity of wool supplied from New Zealand and other exporters to decrease, and that’s what happened. Land formerly used to grow grass for wool-producing sheep has been converted into other uses, including dairy products, forestry, and the domestication of deer. There have been several attempts to revive the wool industry by boosting the demand for wool and thus increasing its price. The United Nations General Assembly declared 2009 as the International Year of Natural Fibres, with the objective “to raise awareness and stimulate demand for natural fibres.” In 2012, the Federated Farmers of New Zealand proposed that sheep shearing be added to the Commonwealth Games and Olympics as a demonstration sport. The favorites for Olympic titles are the current world record holders Ivan Scott (744 sheep in 24 hours) and Kerry-Jo Te Huia (507 sheep in 24 hours). Of course, it’s not obvious that Olympic shearing would increase the demand for wool, and then there is the problem of what to do with all the sheared wool. Speed knitting? Related to Exercises 2.6 and 2.10 . SOURCE: Based on “Wait Wait Don’t Tell Me.” National Public Radio (January 21, 2012).



4.3



market equilibrium A situation in which the quantity demanded equals the quantity supplied at the prevailing market price.



Market Equilibrium: Bringing Demand and Supply Together



In Chapter weinsaw a market is seen an arrangement brings and sellers together. So3far thisthat chapter we’ve how the twothat sides of a buyers market—demand and supply—work. Now we bring the two sides of the market together to show how prices and quantities are determined. When the quantity of a product demanded equals the quantity supplied at the prevailing market price, we have reached a market equilibrium. When a market reaches an equilibrium, there is no pressure to change the price. If pizza firms produce exactly the quantity of pizza that consumers are willing to buy, each consumer will get a pizza at the prevailing price, and each producer will sell all its pizza. In Figure 4.6, the equilibrium price is shown by the intersection of the demand and supply curves. At a price of $8, the supply curve shows that firms will produce 30,000 pizzas, which is exactly the quantity that consumers are willing to buy at that price.



Excess Demand Causes the excess demand A situation in which, at the prevailing price, the quantity demanded exceeds the quantity supplied.



Price to Rise



If the price is below the equilibrium price, there will be excess demand for the product. Excess demand (sometimes called a shortage) occurs when, at the prevailing market price, the quantity demanded exceeds the quantity supplied, meaning that consumers are$6, willing buyexcess moredemand than producers are willing to Consumers sell. In Figure at atoprice of there to is an equal to 16,000 pizzas: are 4.6, willing buy 36,000 pizzas (point c), but producers are willing to sell only 20,000 pizzas (point b) because the price is less than the marginal cost of producing pizza number 20,001 and beyond. This mismatch between demand and supply will cause the price of pizza to rise. Firms will increase the price they charge for their limited supply of pizza, and anxious consumers will pay the higher price to get one of the few pizzas available.
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An increase in price eliminates excess demand by changing both the quantity demanded and quantity supplied. As the price increases, the excess demand shrinks for two reasons: • The market moves upward along the demand curve (from point c toward point a), decreasing the quantity demanded. • The market moves upward along the supply curve (from point b toward point a), increasing the quantity supplied. Because the quantity demanded decreases while the quantity supplied increases, the gap between the quantity demanded and the quantity supplied narrows. The price will continue to rise until excess demand is eliminated. In Figure 4.6, at a price of $8 the quantity supplied equals the quantity demanded, as shown by point a. Excess supply at $12 price $12
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FIGURE 4.6



Market Equilibrium At the market equilibrium (pointa, with price = $8 and quantity = 30,000), the quantity supplied equals the quantity demanded. At a price below the equilibrium price ($6), there is excess demand—the quantity demanded at pointc exceeds the quantity supplied at pointb. At a price above the equilibrium price ($12), there is excess supply—the quantity supplied at point e exceeds the quantity demanded at pointd.



In some cases, government creates an excess demand for a good by setting a maximum price (sometimes called a price ceiling). If the government sets a maximum price that is less than the equilibrium price, the result is a permanent excess demand for the good. Later in the book we will explore the market effects of such policies.



Excess Supply Causes



the Price to



Drop



What happens if the price is above the equilibrium price? Excess supply (sometimes called a surplus) occurs when the quantity supplied exceeds the quantity demanded, meaning that producers are willing to sell more than consumers are willing to buy. This is shown by points d and e in Figure 4.6. At a price of $12, the excess supply is 32,000 e), but pizzas: Producers are willing sell 50,000 pizzas areaswilling to buy only 18,000 (point d). Thistomismatch will cause(point theprice ofconsumers pizzas to fall firms cut the price to sell them. As the price drops, the excess supply will shrink for two reasons:



• The market moves downward along the demand curve from point d toward point a, increasing the quantity demanded. • The market moves downward along the supply curve from point e toward point a, decreasing the quantity supplied.



excess supply A situation in which the quantity supplied exceeds the quantity demanded at the prevailing price.
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application 3



SHRINKING WINE LAKES APPLYING THE CONCEPTS #3: What are consequences of a price above the equilibrium price?



Under the Common Agricultural Policy (CAP) the European Union uses a number of policies to support the agricultural sectors of member countries. Under a minimumprice policy the government sets a price above the market-equilibrium price. The EU guarantees farmers minimum prices for products such as grain, dairy products, and wine. This policy causes artificial excess supply: if the minimum price exceeds the market-equilibrium price, the quantity supplied will exceed the quantity demanded. To support the minimum prices, the EU purchases any output that a farmer cannot sell at the guaranteed price and stores the excess supply in facilities labeled by the European press as “butter mountains” and “wine lakes.” In recent years the EU has reformed its agriculture policy by reducing and in some cases eliminating minimum prices. As a result, the butter mountains and wine lakes are shrinking. Related to Exercises 3.6 and 3.8 .



SOURCE: Europa, “Reform of the Common Agricultural Policy,” Summaries of EU Legislation(europa.eu/legislation_ summaries).



Because the quantity demanded increases while the quantity supplied decreases, the gap between the quantity supplied and the quantity demanded narrows. The price will continue to drop until excess supply is eliminated. In Figure 4.6, at a price of $8, the quantity supplied equals the quantity demanded, as shown by point a. The government sometimes creates an excess supply of a good by setting a minimum price (sometimes called a price floor). If the government sets a minimum price that is greater than the equilibrium price, the result is a permanent excess supply. We’ll discuss the market effects of minimum prices later in the book.



4.4



Market Effects of Changes in Demand



We’ve seen that market equilibrium occurs when the quantity supplied equals the quantity demanded, shown graphically by the intersection of the supply curve and the demand curve. In this part of the chapter, we’ll see how changes on the demand side of the market affect the equilibrium price and equilibrium quantity.



Change in Quantity



Demanded versus Change



in Demand



Earlier in the chapter we listed the variables that determine how much of a particular product consumers are willing to buy. The first variable is the price of the product. The demand curve shows the negative relationship between price and quantity ceterisdownward paribus. Inalong demanded, Panelthe A of Figurecurve 4.7, when price decreases $8 to $6, we move demand from the point point b, from and the a to quantity demanded increases. As noted earlier in the chapter, this is called a change in quantity demanded . Now we’re ready to take a closer look at the other variables that affect demand besides price—income, the prices of related goods, tastes, advertising, and the number of consumers—and see how changes in these variables affect the demand for the product and the market equilibrium.
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If any of these other variables change, the relationship between the product’s price and quantity—shown numerically in the demand schedule and graphically in the demand curve—will change. That means we will have an entirely different demand schedule and an entirely different demand curve. In Panel B of Figure 4.7 , we show this result as a shift of the entire demand curve from D1 to D2. This particular shift means that at any price consumers are willing to buy a larger quantity of the product. For example, at a price of $8 consumers are willing to buy 46,000 pizzas (point c), up from 30,000 with the initial demand curve. To convey the idea that changes in these other variables change the demand schedule and the demand curve, we say that a change in any of these variables causes a change in demand.
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A shift of the demand curve caused by a change in a variable other than the price of the product.



c



a



$8



change in demand



(B) A Change in Demand



FIGURE 4.7



Change in Quantity Demanded versus Change in Demand (A) A change in price causes achange in quantity demanded, a movement along a single demand curve. For example, a decrease in price causes amove from pointa to point b, increasing the quantity demanded. (B) A change in demand caused by changes ina variable other than the price ofthe good shifts the entire demand curve. For example, an increase in demand shifts the demand curve from D1 to D2.



Increases in Demand Shift the Demand Curve What types of changes will increase the demand and shift the demand curve to the right, as shown in Figure 4.7 ? An increase in demand like the one represented in Figure 4.7 can occur for several reasons, listed in Table 4.1: TABLE 4.1 Increases in Demand Shift the Demand Curve to the Right When this variable …



increases or decreases …
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• Increase in income. Consumers use their income to buy products, and the more money they have, the more money they spend. For a normal good, there is a positive relationship between consumer income and the quantity consumed. When income increases, a consumer buys a larger quantity of a normal good. Most goods fall into this category—including new clothes, movies, and pizza.



normal good A good for which an increase in income increases demand.
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• Decrease in income. An inferior good is the opposite of a normal good. Consumers buy larger quantities of inferior goods when their income decreases. For example, if you lose your job you might make your own coffee instead of buying it in a coffee shop, rent DVDs instead of going to the theater, and eat more macaroni and cheese. In this case, homemade coffee, DVDs, and macaroni and cheese are examples of inferior goods. • Increase in price of a substitute good. When two goods are substitutes, an increase in the price of the first good causes some consumers to switch to the second good. Tacos and pizzas are substitutes, so an increase in the price of tacos increases the demand for pizzas as some consumers substitute pizza for tacos, which are now more expensive relative to pizza. • Decrease in price of a complementary good. When two goods are complements , they are consumed together as a package, and a decrease in the price of one good decreases the cost of the entire package. As a result, consumers buy more of both goods. Pizza and lemonade are complementary goods, so a decrease in the price of lemonade decreases the total cost of a lemonade-and-pizza meal, increasing the demand for pizza. • Increase in population.An increase in the number of people means there are more potential pizza consumers—more individual demand curves to add up to get the market demand curve—so market demand increases. • Shift in consumer preferences.Consumers’ preferences or tastes can change over time. If consumers’ preferences shift in favor of pizza, the demand for pizza increases. One purpose of advertising is to change consumers’ preferences, and a successful pizza advertising campaign will increase demand. • Expectations of higher future prices. If consumers think next month’s pizza price will be higher than they had initially expected, they may buy a larger quantity today and a smaller quantity next month. That means the demand for pizza today will increase.



inferior good A good for which an increase in income decreases demand.



substitutes Two goods for which an increase in the price of one good increases the demand for the other good.



complements Two goods for which a decrease in the price of one good increases the demand for the other good.



We can use Figure 4.8 to show how an increase in demand affects the equilibrium price and equilibrium quantity. An increase in the demand for pizza resulting from $12 Supply c
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FIGURE 4.8



An Increase in Demand Increases the Equilibrium Price An increase in demand shifts the demand curve to the right: At each price, the quantity demanded increases. At the initial price ($8), there is excess demand, with the quantity demanded (pointb) exceeding the quantity supplied (point a). The excess demand causes the price to rise, and equilibrium is restored at point c. To summarize, the increase in demand increases the equilibrium price to $10 and increases the equilibrium quantity to 40,000 pizzas.
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one or more of the factors listed in Table 4.1 shifts the demand curve to the right, from D1 to D2. At the initial price of $8, there will be excess demand, as indicated by points a and b: Consumers are willing to buy 46,000 pizzas (point b), but producers are willing to sell only 30,000 (point a). Consumers want to buy 16,000 more pizzas than producers are willing to supply, and the excess demand causes upward pressure on the price. As the price rises, the excess demand shrinks because the quantity demanded decreases while the quantity supplied increases. The supply curve intersects the new demand curve at point c, so the new equilibrium price is $10 (up from $8), and the new equilibrium quantity is 40,000 pizzas (up from 30,000).



Decreases in Demand



Shift the Demand



Curve



What types of changes in the pizza market will decrease the demand for pizza? A decrease in demand means that at each price consumers are willing to buy a smaller quantity. In Figure 4.9, a decrease in demand shifts the market demand curve from D1 to D0. At the initial price of $8, the quantity demanded decreases from 30,000 pizzas (point a) to 14,000 pizzas (point b). A decrease in demand like the one represented in Figure 4.9 can occur for several reasons, listed in Table 4.2:
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FIGURE 4.9



A Decrease in Demand Decreases the Equilibrium Price A decrease in demand shifts the demand curve to the left: At each price, the quantity demanded decreases. At the initial price ($8), there is excess supply, with the quantity supplied (pointa) exceeding the quantity demanded (point b). The excess supply causes the price to drop, and equilibrium is restored at point c. To summarize, the decrease in demand decreases the equilibrium price to $6 and decreases the equilibrium quantity to 20,000 pizzas.



• Decrease in income.A decrease in income means that consumers have less to spend, so they buy a smaller quantity of each normal good. • Increase in income. Consumers buy smaller quantities of an inferior good when their income increases. • Decrease in the price of a substitute good. A decrease in the price of a substitute good such as tacos makes pizza more expensive relative to tacos, causing consumers to demand less pizza. • Increase in the price of a complementary good.An increase in the price of a complementary good such as lemonade increases the cost of a lemonade-andpizza meal, decreasing the demand for pizza.
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TABLE 4.2 Decreases in Demand Shift the Demand Curve to the Left When this variable …



increases or decreases …



Income, with normal good
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Income, with inferior good
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• Decrease in population.A decrease in the number of people means that there are fewer pizza consumers, so the market demand for pizza decreases. • Shift in consumer tastes.When consumers’ preferences shift away from pizza in favor of other products, the demand for pizza decreases. • Expectations of lower future prices.If consumers think next month’s pizza price will be lower than they had initially expected, they may buy a smaller quantity today, meaning the demand for pizza today will decrease.



A D e c r e a s e i n D e m a n d D e c re a se s t h e E q u i l i b ri u m P r ic e We can use Figure 4.9 to show how a decrease in demand affects the equilibrium price and equilibrium quantity. The decrease in the demand forpizza shifts the demand curve to the left, fromD1 to D0. At the initial price of $8, there willbe an excess supply, as indicated by points a and b: Producers are willing tosell 30,000 pizzas (pointa), but given the lower demand consumers are willing tobuy only 14,000 pizzas (pointb). Producers want to sell 16,000 more pizzas than consumers are willing to buy, and the excess supply causes downward pressure on the price. As the price falls, the excess supply shrinks because the quantity demanded increases while the quantity supplied decreases. The supply curve intersects the new demand curve at pointc, so the new equilibrium price is $6 (down from $8), and the new equilibrium quantity is 20,000 pizzas (down from 30,000).



ap pli



ca ti on 4



CHINESE DEMAND AND PECAN PRICES APPLYING THE CONCEPTS #4: How does a change in demand affect the equilibrium price?



Between 2006 and 2009, Chinese imports of U.S. pecans increased from 9 million pounds per year to 88 million pounds. The increase in demand from China is roughly 30 percent of the total annual crop. The increase in demand was caused in part by widespread reports in the Chinese media that pecans promote brain and cardiovascular health. As a result of the increase in demand, the equilibrium price of pecans increased by about 50 percent, increasing the price of pecan pie, a holiday favorite. Related to Exercises 4.6 and 4.10.
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4.5



Market Effects of Changes in Supply



We’ve seen that changes in demand shift the demand curve and change the equilibrium price and quantity. In this part of the chapter, we’ll see how changes on the supply side of the market affect the equilibrium price and equilibrium quantity.



Change in Quantity



Supplied versus Change



in Supply



Earlier in the chapter we listed the variables that determine how much of a product firms are willing to sell. Of course, one of these variables is the price of the product. The supply curve shows the positive relationship between price and quantity, ceteris paribus. In Panel A of Figure 4.10, when the price increases from $6 to $8 we move a to point along the supply curve from theaquantity the product supplied increases. As noted earlier inpoint the chapter, thisb,isand called change inofquantity supplied . Now we’re ready to take a closer look at the other variables that affect supply—including wages, material prices, and technology—and see how changes in these variables affect the supply curve and the market equilibrium. If any of these other variables change, the relationship between price and quantity— shown numerically in the supply schedule and graphically in the supply curve—will change. That means that we will have an entirely different supply schedule and a different supply curve. In Panel B of Figure 4.10, this is shown as a shift of the entire supply curve from S1 to S2. In this case, the supply curve shifts downward and to the right:



• The shift to the right means that at any given price (for example, $6), a larger quantity is produced (25,000 pizzas at point c, up from 20,000 at point a). • The shift downward means that the price required to generate a particular quantity of output is lower. For example, the new minimum supply price is just over $1 (point f), down from just over $2 (point e). Similarly, the price required to generate 20,000 pizzas is $5 (point d), down from $6 (point a). To convey the idea that changes in these other variables change the supply curve, we say that a change in any of these variables causes a change in supply.



Increases in Supply



Shift the Supply



Curve



What types of changes increase the supply of a product, shifting the supply curve downward and to the right? Consider first the effect of a decrease in the wage paid to pizza workers. A decrease in the wage will decrease the cost of producing pizza and shift the supply curve: • Downward shift. When the cost of production decreases, the price required to generate any given quantity of pizza will decrease. In general, a lower wage means a lower marginal cost of production, so each firm needs a lower price to cover its production cost. In other words, the supply curve shifts downward. • Rightward shift. The decrease in production costs makes pizza production more profitable at a given price, so producers will supply more at each price. In other words, the supply curve shifts to the right. A decrease in the wage is just one example of a decrease in production costs that shifts the supply curve downward and to the right. These supply shifters are listed in Table 4.3 .A reduction in the costs of materials (dough, cheese) or capital (pizza oven) decreases production costs, decreasing the price required to generate any particular quantity (downward shift) and increasing the quantity supplied at any particular price (rightward shift). An improvement in technology that allows the firm to economize on labor or material inputs cuts production costs and shifts the supply curve in a similar fashion. The technological improvement could be a new machine or a new way of doing business—a new layout for a factory or store, or a more efficient system of ordering inputs and



change in supply



A shift of the supply curve caused by a change in a variable other than the price of the product.
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FIGURE 4.10



Change in Quantity Supplied versus Change in Supply (A) A change in price causes a change in quantity supplied, a movement along a single supply curve. For example, an increase in price causes a move from point a to point b. (B) A change in supply (caused by



a change in something other than the price of the product) shifts the entire supply curve. For example, an increase in supply shifts the supply curve fromS1 to S2. For any given price (for example, $6), a larger quantity is supplied (25,000 pizzas at point c instead of 20,000 at point a). The price required to generate any given quantity decreases. For example, the price required to generate 20,000 pizzas drops from $6 (point a) to $5 (point d).



distributing output. Finally, if a government subsidizes production by paying the firm some amount for each unit produced, the net cost to the firm is lowered by the amount of the subsidy, and the supply curve shifts downward and to the right. Two other possible sources of increases in supply are listed in Table 4.3. First, if firms believe that next month’s price will be lower than they had initially expected, they may try to sell more output now at this month’s relatively high price, increasing supply this month. Second, because the market supply is the sum of the quantities supplied by all producers, an increase in the number of producers will increase market supply.
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TABLE 4.3 Changes in Supply Shift the Supply Cur ve Downward and to the Right When this variable …



increases or decreases …
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As summarized in Table 4.3, the language of shifting supply is a bit tricky. An increase in supply is represented graphically by a shift to the right (a larger quantity supplied at each price) and down (a lower price required to generate a particular quantity). The best way to remember this is to recognize that the increase in “increase in supply” refers to the increase in quantity supplied at a particular price—the horizontal shift of the supply curve to the right.



A n I nc re a s e in S up p ly D e c r e a s e s t he E q u il i b r i um P ri c e We can use Figure 4.11 to show the effects of an increase in supply on the equilibrium price and equilibrium quantity. An increase in the supply of pizza shifts the supply curve to the right, from S1 to S2. At the initial price of $8, the quantity supplied increases from 30,000 pizzas (point a) to 46,000 (point b). S1, Initial
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FIGURE 4.11



An Increase in Supply Decreases the Equilibrium Price An increase in supply shifts the supply curve to the right: At each price, the quantity supplied increases. At the initial price ($8), there is excess supply, with the quantity supplied (pointb) exceeding the quantity demanded (point a). The excess supply causes the price to drop, and equilibrium is restored at pointc. To summarize, the increase in supply decreases the equilibrium price to $6 and increases the equilibrium quantity to 36,000 pizzas.
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The shift of the supply curve causes excess supply that eventually decreases the equilibrium price. At the initial price of $8 (the equilibrium price with the initial supply curve), there will be an excess supply, as indicated by points a and b: Producers are willing to sell 46,000 pizzas (point b), but consumers are willing to buy only 30,000 (point a). Producers want to sell 16,000 more pizzas than consumers are willing to buy, and the excess supply causes pressure to decrease the price. As the price decreases, the excess supply shrinks, because the quantity supplied decreases while the quantity demanded increases. The new supply curve intersects the demand curve at point c, so the new equilibrium price is $6 (down from $8) and the new equilibrium quantity is 36,000 pizzas (up from 30,000).



Decreases in Supply



Shift the Supply



Curve



Consider next the changes that cause a decrease in supply. As shown in Table 4.4 , anything that increases a firm’s production costs will decrease supply. An increase in production cost increases the price required to generate a particular quantity (an upward shift of the supply curve) and decreases the quantity supplied at each price (a leftward shift). Production costs will increase as a result of an increase in the wage, an increase in the price of materials or capital, or a tax on each unit produced. As we saw earlier, the language linking changes in supply and the shifts of the supply curve is tricky. In the case of a decrease in supply, the decrease refers to the change in quantity at a particular price—the horizontal shift of the supply curve to the left.



TABLE 4.4 Changes in Supply Shift the Supply Cur ve Upward and to the Left When this variable …
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Expected future price
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Number of producers
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the supply curve shifts in this direction …
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supply e c i r P



Quantity



A decrease in supply could occur for two other reasons. First, if firms believe next month’s pizza price will be higher than they had initially expected, they may bemeans willingthat to sell smallerofquantity today will and adecrease. larger quantity next month.the That the asupply pizza today Second, because market supply is the sum of the quantities supplied by all producers, a decrease in the number of producers will decrease market supply, shifting the supply curve to the left.
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A D e c r e a s e i n S u p p l y I nc r e a s e s t h e E q u i l ib r i u m P ri c e We can use Figure 4.12 to show the effects of a decrease in supply on the equilibrium price and equilibrium quantity. A decrease in the supply of pizza shifts the supply curve to the left, from S1 to S0. At the initial price of $8 (the equilibrium price with the initial supply curve), there will be an excess demand, as indicated by points a and b: Consumers are willing to buy 30,000 pizzas (point a), but producers are willing to sell only 14,000 pizzas (point b). Consumers want to buy 16,000 more pizzas than producers are willing to sell, and the excess demand causes upward pressure on the price. As the price increases, the excess demand shrinks because the quantity demanded decreases while the quantity supplied increases. The new supply curve intersects the demand curve at point c, so the new equilibrium price is $10 (up from $8), and the new equilibrium quantity is 24,000 pizzas (down from 30,000). S0, New
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FIGURE 4.12



A Decrease in Supply Increases the Equilibrium Price A decrease in supply shifts the supply curve to the left. At each price, the quantity supplied decreases. At the initial price ($8), there is excess demand, with the quantity demanded (pointa) exceeding the quantity supplied (point b). The excess demand causes the price to rise, and equilibrium is restored at point c. To summarize, the decrease in supply increases the equilibrium price to $10 and decreases the equilibrium quantity to 24,000 pizzas.



Simultaneous Changes in



Demand and Supply



What happens to the equilibrium price and quantity when both demand and supply increase? It depends on which change is larger. In Panel A of Figure 4.13 , the increase in demand is larger than the increase in supply, meaning the demand curve shifts by a larger amount than the supply curve. The market equilibrium moves from point a to point b, and the equilibrium price increases from $8 to $9. This is sensible because an increase in demand tends to pull the price up, while increase supplypull tends push the price If demand increases by a larger an amount, theinupward willtobe stronger thandown. the downward push, and the price will rise. We can be certain that when demand and supply both increase, the equilibrium quantity will increase. That’s because both changes tend to increase the equilibrium quantity. In Panel A of Figure 4.13, the equilibrium quantity increases from 30,000 to 44,000 pizzas.
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Panel B of Figure 4.13 shows what happens when the increase in supply is larger than the increase in demand. The equilibrium moves from point a to point c, meaning that the price falls from $8 to $7. This is sensible because the downward pull on the price resulting from the increase in supply is stronger than the upward pull from the increase in demand. As expected, the equilibrium quantity rises from 30,000 to 45,000 pizzas. S1, Initial
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FIGURE 4.13



Market Effects of Simultaneous Changes in Demand and Supply (A) Larger increase in demand. If the increase in demand is larger than the increase in supply (if the



shift of the demand curve is larger than the shift of the supply curve), both the equilibrium price and the equilibrium quantity will increase. (B) Larger increase in supply. If the increase in supply i s larger than the increase in demand (if the shift of the supply curve i s larger than the shift of the demand curve), the equilibrium price will decrease and the equilibrium quantity will increase.



What about simultaneous decreases in demand and supply? In this case, the equilibrium quantity will certainly fall because both changes tend to decrease the equilibrium quantity. The effect on the equilibrium price depends on which
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change is larger, the decrease in demand, which pushes the price downward, or the decrease in supply, which pulls the price upward. If the decrease in demand is larger, the price will fall because the force pushing the price down will be stronger than the force pulling it up. In contrast, if the decrease in supply is larger, the price will rise because the force pulling the pr ice up will be stronger than the force pushing it down.
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HONEYBEES AND THE PRICE OF ICE CREAM APPLYING THE CONCEPTS #5: How does a change in supply affect the equilibrium price?



In the last few years thousands of honeybee colonies have vanished, a result of bee colony collapse disorder (CCD). Roughly one-third of the U.S. food supply—including a wide variety of fruits, vegetables, and nuts—depends on pollination from bees. The decline of honeybees threatens $15 billion worth of crops in the United States. The decrease in pollination by bees has decreased the supply of strawberries, raspberries, and almonds, leading to higher prices. The higher prices for berries and nuts have increased the cost of producing food products such as ice cream, increasing their prices as well. The collapsing of bee colonies is a mystery. The ice cream maker Haagen-Dazs donated money to Pennsylvania State University and the University of California, Davis to support research exploring the causes of CCD and possible solutions. To increase consumer awareness of the problem, Haagen-Dazs launched a new flavor, Vanilla Honey Bee. Related to Exercises 5.8 and 5.15. SOURCE: Based on Parija Kavilanz, “Disappearing Bees Threaten Ice Cream Sellers,” CNNMoney.com, February 20, 2008.
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FIGURE 4.14



Honeybees and the Price of Ice Cream



A decrease in pollination by bees decreases the output of fruit and nuts, increasing the prices of some ingredients for ice cream. The resulting increase in the cost of producing ice cream shifts the supply curve upward, increasing the equilibrium price and decreasing the equilibrium quantity.
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4.6



Predicting and Explaining Market Changes



We’ve used the model of demand and supply to show how equilibrium prices are determined and how changes in demand and supply affect equilibrium prices and quantities. Table 4.5 summarizes what we’ve learned about how changes in demand and supply affect equilibrium prices and quantities: • When demand changes and the demand curve shifts, price and quantity change in the same direction: When demand increases, both price and quantity increase; when demand decreases, both price and quantity decrease. • When supply changes and the supply curve shifts, price and quantity change in opposite directions: When supply increases, the price decreases but the quantity increases; when supply decreases, the price increases but the quantity decreases. TABLE 4.5 Market Effects of Changes in Demand or Supply Change in Demand or Supply



How does the equilibrium price change?



How does the equilibrium quantity change?



Increase in demand



c



c



Decrease in demand
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Increase in supply



T



c



Decrease in supply



c



T



We can use these lessons about demand and supply to predict the effects of various events on the equilibrium price and equilibrium quantity of a product. We can also use the lessons listed in Table 4.5 to explain the reasons for changes in prices or quantities. Suppose we observe changes inthe equilibrium price and quantity of a particular good, but we don’t know what caused these changes. Perhaps it was change a
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WHY LOWER DRUG PRICES? APPLYING THE CONCEPTS # 6: What explains a decrease in price?



Ted Koppel, host of the ABC news program Nightline, once said, “Do you know what’s happened to the price of drugs in the United States? The price of cocaine, way down, the price of marijuana, way down. You don’t have to be an expert in economics to know that when the price goes down, it means more stuff is coming in. That’s supply and demand.” According to Koppel, the price of drugs dropped because the government’s efforts to control the supply of illegal drugs had failed. In other words, the lower price resulted from an increase in supply. Is Koppel’s economic detective work sound? In Table 4.5, Koppel’s explanation of lower prices is the third case—Increase in supply. This is the correct explanation only if a decrease in price is accompanied by an increase in the equilibrium quantity. But according to the U.S. Department of Justice, the quantity of drugs consumed actually decreased during the period of dropping prices. Therefore, the correct explanation of lower prices is the second case—Decrease in demand. In this case, lower demand— not a failure of the government’s drug policy—was responsible for the decrease in drug prices. Related to Exercises 6.5 and 6.13 . SOURCES: Kenneth R. Clark, “Legalize Drugs. A Case for Koppel,” Chicago Tribune , August 30, 1988, sec. 5, p. 8; U.S. Department of Justice, “Drugs, Crime, and theJustice System” (Washingt on, DC: U.S. GovernmentPrinting Office, 1992), p. 30.



 in demand, or maybe it was a change in supply. We can use the information in Table 4.5 to work backward, using what we’ve observed about changes in prices and quantities to determine which side of themarket—demand or supply—caused the changes: • If the equilibrium price and quantity move in the same direction, the changes were caused by a change in demand. • If the equilibrium price and quantity move in opposite directions, the changes were caused by a change in supply.



SUMMARY In this chapter, we’ve seen 3 Equilibrium in a market is shown by the intersection of the how demand and supply demand curve and the supply curve. When a market reaches determine prices. We also learned how to predict the effects of changes in demand or supply on prices and quantities. Here are the main points of the chapter: 1 A market demand curve shows the relationship between the quantity demanded and price, ceteris paribus. 2 A market supply curve shows the relationship between the quantity supplied and price, ceteris paribus.



equilibrium, there is no pressure to change the price. 4 A change in demand changes price and quantity in the same direction: An increase in demand increases the equilibrium price and quantity; a decrease in demand decreases the equilibrium price and quantity. 5 A change in supply changes price and quantity in opposite directions: An increase in supply decreases price and increases quantity; a decrease in supply increases price and decreases quantity.
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EXERCISES 4.1 1.1



1.2



All problems are assignable in MyEconLab.



The Demand Curve



Arrow up or down: According to the law of demand, an increase in price the quantity demanded. From the following list, choose the variables that are held fixed in drawing a market demand curve: • The price of the product • Consumer income • The price of other related goods



1.3



• Consumer expectations about future prices • The quantity of the product purchased From the following list, choose the variables that change as we draw a market demand curve: • The price of the product • Consumer income • The price of other related goods • Consumer expectations about future prices • The quantity of the product purchased 91



 1.4 1.5 1.6



1.7



The market demand curve is the (horizontal/vertical) sum of the individual demand curves. A change in price causes movement along a demand curve and a change in . When several provinces in eastern Canada cut their cigarette taxes, the price of cigarettes decreased by roughly 50 percent, and the youth smoking rate increased by roughly (1, 17, 50, 90) percent. (Related to Application 1 on page 71.) Draw a Demand Curve. Your state has decided to offer its citizens vanity license plates for their cars and wants to predict how many vanity plates it will sell at different prices. of the state’s regular license plates is $20 perThe year,price and the state’s per-capita income is $30,000. A recent survey of other states with approximately the same population (3 million people) generated the following data on incomes, prices, and vanity plates:



State
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Price of vanity plate Price of regular plates Income Quantity of vanity plates
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C
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D
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2.5 2.6
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30,000



30,000



6,000



6,000



16,000



16,000



2.9



b. Suppose the demand curve is linear. If your state sets a price of $50, how many vanity plates would be purchased? Youth Smoking. Use a demand and supply graph of the youth smoking market to show the effects of the tax cut in eastern Canada. Assume that the initial price is $6.00, the initial quantity is 100 units, and each youth smoker smokes 5 cigarettes per day. (Related to Application 1 on page 71.)



4.2 2.1



2.4



E



50



a. Use the available data to identify some points on the demand curve for vanity plates and connect the points to draw a demand curve. Don’t forget ceteris paribus.
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The Supply Curve



Arrow up or down: According to the law of supply, an increase in price the quantity supplied. From the following list, choose the variables that are held fixed when drawing a market supply curve: • The price of the product • Wages paid to workers • The price of materials used in production • Taxes paid by producers • The quantity of the product purchased
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The minimum supply price is the price at which a product is supplied. The market supply curve is the (horizontal/vertical) sum of the individual supply curves. A change in price causes movement along a supply curve and a change in . Arrows up or down: In the 1990s, the world price of wool and the quantity of wool supplied . (Related to Application 2 on page 76.) Marginal Cost of Housing. When the price of a standard three-bedroom house increases from $150,000 to $160,000, a building company increases its output from 20 houses per year to 21 houses peryear. What does the increase in the quantity of housing reveal about the cost of producing housing? Imports and Market Supply. Two nations supply sugar to the world market. Lowland has a minimum supply price of 10 cents per pound, while Highland has a minimum supply price of 24 cents per pound. For each nation, the slope of the supply curve is 1 cent per million pounds. a. Draw the individual supply curves and the market supply curve. At what price and quantity is the supply curve kinked? b. The market quantity supplied at a price of 15 cents is million pounds. The market quantity supplied at a price of 30 cents is million pounds. Responses to Higher Soybean Prices.Suppose that in initial equilibrium in the soybean market, each of the 1,000 farmers produces 50 units, for a total of 50,000 units of soybeans. Suppose the price of soybeans increases, and everyone expects the price to stay at the higher level for many years. a. Arrows up or down: Over a period of several years, we exp ect the quanti ty of soy beans suppli ed to as the number of soybean farmers and the output per farmer . b. A farmer who enters the market is likely to have a (higher/lower) marginal cost of production than an srcinal firm. Response to Lower Wool Price.Use a demand and supply graph of the wool market to show the effects of the decrease in the price of wool on the quantity supplied in New Zealand. Assume that the initial price is $20 per unit and the initial quantity is 100 units. Also assume that for each 1 percent decrease in price, the quantity supplied decreases by 1 percent. (Related to Application 2 on page 76.)
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Market Equilibrium: Bringing Demand and Supply Together



The market equilibrium is shown by the intersection of the curve and the curve. Excess demand occurs when the price is (less/greater) than the equilibrium price; excess supply occurs when the price is (less/greater) than the equilibrium price. Arrow up or down: An excess demand for a product will cause the price to . As a consequence of the price change, the quantity demanded will and the quantity supplied will . Arrow up or down: An excess supply of a product will cause the price to . As a consequence of the price change, the quantity demanded will , and the quantity supplied will . A minimum price above the equilibrium price generates excess (supply/demand). (Related to Application 3 on page 78.) Interpreting the Graph. The fol lowing graph shows the demand and supply curves for CD players. Complete the following statements. Supply s r e y $150 la p D C 100 f o e c ir P



0



3.7



Price per Ton



3.8



4.1



4.2



b



Demand 200 260 100 CD players per day



a. At the market equil ibrium (show n by poi nt ), the price of CD players is and the quantity of CD players is . b. At a price of $100, there would be excess , so we would expect the price to . c. At a price exceeding the equilibrium price, there would be excess , so we would expect the price to .
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Quantity Supplied



Quantity Demanded



$ 80



600



1,200



90



800



1,100



100



1,000



1,000



110



1,200



900



a. Draw the demand curve and the supply curve. , and b. The equilibrium price of corn is the equilibrium quantity is . c. At a price of $110, there is excess (supply/demand) equal to . Relax Price Control.Use a demand and supply graph to illustrate the effects of relaxing a minimum-price policy by allowing the price to decrease and narrow the gap between the controlled price and the equilibrium price. (Related to Application 3 on page 78.)
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c



a



Draw and Find the Equilibrium. The following table shows the quantities of corn supplied and demanded at different prices.



Market Effects of Changes in Demand



A change in demand causes a (movement along/shift of) the demand curve. A change in quantity demanded causes a (movement along/shift of) the demand curve. Circle the variables that change as we move along the demand curve for pencils and cross out those that are assumed to be fixed.



• Quantity of pencils demanded • Number of consumers • Price of pencils • Price of pens • Consumer income Consider the effects of online distribution of movies. A decrease in the price of online movies shifts the demand for DVD movies to the (left, right). A decrease in downloading time shifts the demand for DVD movies to the (left, right). Arrow up or down: The market demand curve for a product will shift to the right when the price of a substitute good , the price of a complementary good , consumer income , and the population . Arrow up or down: An increase in demand for a product the equilibrium price and the equilibrium quantity. Between 2006 and 2009 the equilibrium price of pecans increased by roughly (15, 50, 70) percent, a result of increased (demand, supply) from China. (Related to Application 4 on page82.)
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 4.7



4.8



4.9



4.10



Market Effects of Increased Income. Consider the market for restaurant meals. Use a demand and supply graph to predict the market effects of an increase in consumer income. Arrow up or down: The equilibrium price of restaurant meals will , and the equilibrium quantity of restaurant meals will . Public versus Private Colleges. Consider the market for private college education. Use a demand and supply graph to predict the market effects of an increase in the tuition charged by public colleges. Arrow up or down: The equilibrium price of a private college education will , and the equilibrium quantity will . Gas Prices and New Gas Guzzlers.Use a demand and supply graph to predict the implications for the market for new full-size SUVs. Arrow up or down: The equil ibrium price of a full-size SUV will , and the equilibrium quantity will . Pecan Prices. Use a demand and supply graph to illustrate the effects of the increase in the demand for pecans from Chinese consumers. Assume that the initial equilibrium price is $6 per unit. (Related to Application 4 on page 82.)
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Market Effects of Changes in Supply 5.11



5.1



5.2



5.3



5.4



A change in supply causes a (movement along/shift of) the supply curve. A change in quantity supplied causes a (movement along/shift of) the supply curve. Circle the variables that change as we move along the supply curve for pencils and cross out those that are assumed to be fixed: • Quantity of pencils supplied • Price of wood • Price of pencils • Production technology Arrow up or down: An increase in the price of wood shifts the supply curve for pencils ; an improvement in pencil-production technology shifts the supply curve for pencils ; a tax on pencil production shifts the supply curve for pencils . Arrow up or down: An increase in the supply of a product
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the equilibrium price and the equilibrium quantity.



5.12



5.13



If both demand and supply increase simultaneously, the equilibrium price will increase if the change in is relatively large. Arrow up or down: If supply increases while demand decreases, the equilibrium price will . If supply increases while demand decreases, the equilibrium quantity will decrease if the change in (supply/ demand) is relatively large. Arrows up or down: The decrease in the number of bee colonies the supply of fruits and berries, the cost of producing ice cream, and the equilibrium price of ice cream. (Related to Application 5 on page 89.) Effect of Weather on Prices. Suppose a freeze in Florida wipes out 20 percent of the orange crop. How will this affect the equilibrium price and quantity of Florida oranges? Illustrate your answer with a graph. Immigration Control and Prices. Consider the market for raspberries. Suppose a new law outlaws the use of foreign farm workers on raspberry farms, and the wages paid to farm workers increase as a result. Use a demand and supply graph to predict the effects of the higher wage on the equilibrium price and quantity of raspberries . Arrow up or down: The equ ilibr ium pr ice of raspberries will , and the equilibrium quantity of raspberries will . Market Effects of Import Ban. Consider the market for shoes in a nation that initially imports half the shoes it consumes. Use a demand and supply graph to predict the market effect of a ban on shoe imports. Arrow up or down: The equilibrium pri ce will , and the equilibrium quantity will . Market Effects of a Tax. Consider the market for fish. Use a demand and supply graph to predict the effect of a tax paid by fish producers of $1 per pound of fish. Use a demand and supply graph to predict the market effect of the tax. Arrow up or down: The equilibrium price will , and the equilibrium quantity will . Innovation and the Price of Mobile Phones. Suppose that the initial price of a mobile phone is $100 and that the initial quantity demanded is 500 phones per day. Use a graph to show the effects of a technological innovation that decreases the cost of producing mobile phones. Label the starting point with “a” and the new equilibrium with “b.”



 5.14



5.15



Used Cars: Gas Guzzlers versus Gas Sippers. Consider the market for used cars. In 2008, the price of gas rose while the price of used full-size SUVs dropped and the price of used compact cars increased. a. Use a supply–demand graph to show the effects of a higher gasoline price on the market for used full-size SUVs. b. Use a supply–demand graph to show the effects of a higher gasoline price on the market for used compact cars. Honeybees and Ice Cream. Suppose the decline of bee colonies increases the prices of some ingredients used to produce ice cream. Consider two flavors of ice cream, strawberry and vanilla. The cost of producing strawberry ice cream increases by 20 percent, while the cost of producing vanilla ice cream increases by only 5 percent. Use a supply–demand graph to show the implications for the equilibrium prices and quantities of the two flavors of ice cream. (Related to Application 5 on page 89.)



4.6 6.1



Predicting and Explaining Market Changes



Fill in the blanks in the following table. Note that the ordering of the first column has been scrambled.



Change in Demand or Supply



How does the equilibrium price change?



How does the equilibrium quantity change?



Increase in supply Decrease in demand Decrease in supply Increase in demand
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When (supply/demand) chan ges, the equilibrium price and the equilibrium quantity change in the same direction. When (supply/demand) changes, the equilibrium price and the equilibrium quantity change in opposite directions. Suppose the equilibrium price of accordions recently increased while the equilibrium quantity decreased. These changes were caused by a(n) (increase/decrease) in (supply/demand). Suppose the equilibrium price of housing recently increased, and the equilibrium quantity increased as well. These changes were caused by a(n) (increase/ decrease) in (supply/demand). If a decrease in the price of drugs is accompanied by a decrease in quantity, the decrease in price was caused by a change in (supply, demand). (Related to Application 6 on page 90.)



What Caused the Higher Gasoline Price? In the last month, the price of gasoline increased by 20 percent. Your job is to determine what caused the increase in price: a change in demand or a change in supply. Ms. Info has all the numbers associated with the gasoline market, and she can answer a single factual question. (She cannot answer the question “Was the higher price caused by a change in demand or a change in supply?”) a. What single question would you ask? b. Provide an answer to your question that implies that the higher price was caused by a change in demand. Illustrate with a complete graph. c. Provide an answer to your question that implies that the higher price was caused by a change in supply. Illustrate with a complete graph. 6.7 Rising Price of Milk. In 2007, the price of milk increased by roughly 10 percent while the quantity consumed decreased. Use a supply–demand graph to explain the changes in price and quantity. 6.8 Rising Price of Used Organs. Over the last few years, the price of transplantable human organs (livers, kidneys, hearts) has increased dramatically. Why? What additional information about the market for used organs would allow you to prove that your explanation is the correct one? 6.9 The Price of Summer Cabins. As summer approaches, the equilibrium price of rental cabins increases and the equilibrium quantity of cabins rented increases. Draw a demand and supply graph that explains these changes. 6.10 Simplest Possible Graph. Consider the market for juice oranges. Draw the simplest possible demand and supply graph consistent with the following observations. You should be able to draw a graph with no more than four curves. Label each of your curves as “supply” or “demand” and indicate the year (1, 2, or 3). 6.6



6.11



6.12



Year



1



2



3



Price



$5



$7



$4



Quantity



100



80



110



Zero Price for Used Newspapers. In 1987 you could sell a ton of used newspaper for $60. Five years later, you couldn’t sell them at any price. In other words, the price of used newspapers dropped from $60 to zero in just five years. Over this period, the quantity of used newspapers boughtIllustrate and soldyour increased. the drop in price? answerWhat with acaused complete graph. Koppel and Drug Prices. Use a demand and supply graph to show that Ted Koppel’s proposed explanation of a decrease in drug prices is incorrect. (Related to Application 6 on page 90.) 95



 ECONOMIC EXPERIMENT MARKET EQUILIBRIUM This simple experiment takes about 20 minutes. We start by dividing the class into two equal groups: consumers and producers. • The instructor provides each consumer with a number indicating the maximum amount he or she is willing to pay (WTP) for a bushel of apples: The WTP is a number between $1 and $100. Each consumer has the opportunity to buy one bushel of apples per trading period. The consumer’s score for a single trading period equals the gap between the WTP and the price actually paid for apples. For example, if the consumer’s WTP is $80 and he or she pays only $30 for apples, the consumer’s score is $50. Each consumer has the option of not buying apples. This will be sensible if the best price the consumer can get exceeds the WTP. If the consumer does not buy apples, his or her score will be zero. • The instructor provides each producer with a number indicating the cost of producing a bushel of apples (a number between $1 and $100). Each producer has the opportunity to sell one bushel per trading period. The producer’s score for a single trading period equals the gap between the selling prices and the cost of producing apples. So if a producer sells apples for $20, and the cost is
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only $15, the producer’s score is $5. Producers have the option of not selling apples, which is sensible if the best price the producer can get is less than the cost. If the producer does not sell apples, his or her score is zero. Once everyone understands the rules, consumers and producers meet in a trading area to arrange transactions. A consumer may announce how much he or she is willing to pay for apples and wait for a producer to agree to sell apples at that price. Alternatively, a producer may announce how much he or she is willing accept for apples and wait for a consumer to agree to buy apples at that price. Once a transaction has been arranged, the consumer and producer inform the instructor of the trade, record the transaction, and leave the trading area. Several trading periods are conducted, each of which lasts a few minutes. After the end of each trading period, the instructor lists the prices at which apples sold during the period. Then another trading period starts, providing consumers and producers another opportunity to buy or sell apples. After all the trading periods have been completed, each participant computes his or her score by adding the scores from the trading periods. My Econ Lab For additional economic experiments, please visit www.myeconlab.com.



 Measuring a Nation’s Production and Income
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During the recent deep economic downturn, economists, business writers, and politicians anxiously awaited the government about the the news latest from economic developments. They pored over the data to determine if the economy was beginning to recover from its doldrums and when more robust economic activity would resume. At the same time, a distinguished group of economists, led by Nobel Laureates Joseph Stiglitz and Amartya Sen and French economist Jean-Paul Fitoussi, issued a report calling for major revision in the way we measure economic performance. They suggested that our government statisticians focus more on how much we consume and how much leisure we enjoy, and not solely on what we produce. They also suggested that we should be more concerned about whether our current activities are sustainable over the long run, perhaps recognizing environmental constraints. But perhaps their most radical suggestion was that we switch our focus away from economic production to measuring people’s economic well-being. This could include examining the diets and living conditions of the poorest people. For residents of developed countries, this might involve analyzing surveys of people’s reported happiness with their own lives. These changes, however, may be far in the future. Economists and businesses will still rely for some time on the traditional measures of economic activity that we study in this chapter.
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•



Explain the circular flow.



•



List the phases of the business cycle



•



Identify the components of GDP



•



Discuss the relationship of GDP to welfare.



•



Describe the steps from GDP to income



•



Calculate real and nominal GDP MyEcon Lab MyEcon Lab helps you master each objective and study more efficiently.
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macroeconomics The study of the nation’s economy as a whole; focuses on the issues of inflation, unemployment, and economic growth.



t



his chapter begins your study of macroeconomics : the branch of economics that deals with a nation’s economy as a whole. Macroeconomics focuses on the economic issues—unemployment, inflation, growth, trade, and the gross domestic product—that are most often discussed in newspapers, on the radio and television, and on the Internet. Macroeconomic issues lie at the heart of political debates. In fact, all presidential candidates learn a quick lesson in macroeconomics. Namely, their prospects for reelection will depend on how well the economy performs during their term in office. If voters believe the economy has performed well, the president will be reelected. Democrat Jimmy Carter as well as Republican George H. W. Bush failed in their bids for reelection in 1980 and 1992, respectively, partly because of voters’ macroeconomic concerns. Both Republican Ronald Reagan in 1984 and Democrat Bill Clinton in 1996 won reelection easily because voters believed the economy was performing well in their first terms. Public opinion polling shows that presidential popularity rises and falls with the performance of the economy. Macroeconomic events profoundly affect our everyday lives. For example, if the economy fails to create enough jobs, workers will become unemployed throughout the country, and millions of lives will be disrupted. Similarly, slow economic growth means that living standards will not increase rapidly. If prices for goods begin rising rapidly, some people will find it difficult to maintain their lifestyles. This chapter and the next will introduce you to the concepts you need to understand what macroeconomics is all about. In this chapter, we’ll focus on a nation’s production and income. We’ll learn how economists measure the income and production for an entire country and how they use these measures. In the next chapter, we’ll look carefully at unemployment and inflation. Both chapters will explain the terms the media often uses when reporting economic information. Macroeconomics focuses on two basic issues: long-run economic growth and economic fluctuations. We need to understand what happens during the long run to understand the factors behind the rise in living standards in modern economies. Today, living standards are much higher in the United States than they were for our grandparents. Living standards are also much higher than those of millions of



inflation Sustained increases in the average prices of all goods and services.



people throughout the globe. Although living standards have improved over time, the economy has not always grown smoothly. Economic performance has fluctuated over time. During periods of slow economic growth, not enough jobs are created, and large numbers of workers become unemployed. Both the public and policymakers become concerned about the lack of jobs and the increase in unemployment. At other times, unemployment may not be a problem, but we become concerned that the prices of everything that we buy seem to increase rapidly. Sustained increases in prices are called inflation. We’ll explore inflation in the next chapter.



5.1



The “Flip” Sides of Macroeconomic Activity: Production and Income



Before we can study growth and fluctuations, we need to have a basic vocabulary and understanding of some key concepts. We begin with the terms production and income because these are the “flip” sides of the macroeconomic “coin,” so to speak. Every day, men and women go off to work, where they produce or sell merchandise or provide services. At the end of the week or month, they return home with their paychecks or “income.” They spend some of that money on other products and services, which are produced by other people. In other words, production leads to income, and income leads to production. But this chapter really isn’t about production and income of individuals in markets. That’s what a microeconomist studies. On the contrary, this chapter is about the production and income of the economy as a whole. From a “big picture” perspective, we will look at certain measures that will tell us how much the economy is producing and how well it is growing. We will also be able to measure the total income generated
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in the economy and how this income flows back to workers and investors. These two measures—a country’s production and income—are critical to a nation’s economic health. Macroeconomists collect and analyze production and income data to understand how many people will find jobs and whether their living standards are rising or falling. Government officials use the data and analysis to develop economic policies.



T h e C i rc u l a r F l o w o f P r o d u c t i o n a nd In c o m e Let’s begin with a simple diagram known as the circular flow , shown in Figure 5.1 We’ll start with a very simple economy that does not have a government or a foreign sector. Households and firms make transactions in two markets known as factor markets and product markets . In factor, or input, markets, households supply labor to firms. Households are also the ultimate owners of firms, as well as of all the resources firms use in their production, which we call capital . Consequently, we can think of households as providing capital to firms—land, buildings, and equipment— to produce output. Product, or output, markets are markets in which firms sell goods and services to consumers. Revenue



Product market



Goods sold



Purchases



Goods bought



Demand for factors



Supply for factors



Firms



Income paid to factors ▲



Households



Factor market



Income paid to factors



FIGURE 5.1



The Circular Flow of Production and Income The circular flow shows how the production of goods and services generates income for households and how households purchase goods and services produced by firms.



The point of the circular flow diagram is simple and fundamental: Production generates income. In factor markets, when households supply labor and capital to firms they are compensated by the firms. They earn wages for their work, and they earn interest, dividends, and rents on the capital they supply to the firms. The households then use their income to purchase goods and services in the product markets. The firm uses the revenues it receives from the sale of its products to pay for the factors of production (land, labor, and capital). When goods and services are produced, income flows throughout the economy. For example, consider a manufacturer of computers. At the same time the computer manufacturer produces and sells new computers, it also generates income through its production. The computer manufacturer pays wages to workers, perhaps pays rent on offices and factory buildings, and pays interest on money it borrowed from a bank. Whatever is left over after paying for the cost of production is the firm’s profit, which is income to the owners of the firm. Wages, rents, interest, and profits are all different forms of income. In an example with a government, your taxes pay for a school district to hire principals, teachers, and other staff to provide educational services to the students in your community. These educational services are an important part of production in our modern economy that produces both goods and services. At the same time, the principals, teachers, and staff all earn income through their employment with the school district. The school district may also rent buildings where classes are held and pay interest on borrowed funds. Our goal is to understand both sides of this macroeconomic “coin”—the production in the economy and the generation of income in the economy. In the
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USING VALUE ADDED TO MEASURE THE TRUE SIZE OF WAL-MART APPLYING THE CONCEPTS #1: How can we use economic analysis to compare the size of a major corporation to the size of a country?



During 2008, Wal-Mart’s sales were approximately $374 billion, nearly 2.6 percent of U.S. GDP. Some social commentators might want to measure the impact of Wal-Mart just through its sales. But to produce those sales, Wal-Mart had to buy goods from many other companies. Wal-Mart’s value added was substantially less than its total sales. Based on Wal-Mart’s annual reports, its cost of sales was $286 billion, leaving approximately billion in valueretailer, added. but Thisitisisamuch very large number, might be expected from $88 the world’s largest smaller than itsastotal sales. If we used Wal-Mart’s sales to compare it to a country, it would have a GDP similar to that of Belgium, which is ranked 28th in the world. However, using the more appropriate measure of value added, Wal-Mart’s size is closer to Bulgaria, ranked 56th in the world. Related to Exercise 3.9 . http://walmartstores.com/sites/AnnualReport/2008/docs/finrep_00.pdf SOURCE: Based on Wal-Mart Annual Report, 2008, (accessed July, 2008).



United States, the national income and product accounts, published by the Department of Commerce, are the source for the key data on production and income in the economy. As we will see, we can measure the value of output produced in the economy by looking at either the production or income side of the economy. Let’s begin by learning how to measure the production for the entire economy.



5.2



gross domestic product (GDP) The total market value of final goods and services produced within an economy in a given year.



The Production Approach:Activity Measuring a Nation’s Macroeconomic Using Gross Domestic Product



To measure the production of the entire economy, we need to combine an enormous array of goods and services—everything from new computers to NBA and WNBA basketball games. We can actually add computers to basketball games, as we could add apples and oranges if we were trying to determine the total monetary value of a fruit harvest. Our goal is to summarize the total production of an entire economy into a single number, which we call the gross domestic product (GDP). Gross domestic product is the total market value of all the final goods and services produced within an economy in a given year. GDP is also the most common measure of an economy’s total output. All the words in the GDP definition are important, so let’s analyze them. “Total market value” means we take the quantity of goods produced, multiply them by their respective prices, and then add up the totals. If an economy produced two cars at $25,000 per car and three computers at $2,000 per computer, the total value of these goods will be 2 cars



*



+ 25,000 per car



=



+ 50,000



+



3 computers



*



+ 2,000 per computer



=



+ 6,000



=



+ 56,000



The reason we multiply the goods by their prices is that we cannot simply add together the number of cars and the number of computers. Using prices allows us to express the value of everything in a common unit of measurement—in this case,
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dollars. (In countries other than the United States, we express the value in terms of the local currency.) We add apples and oranges together by finding out the value of both the apples and the oranges, as measured by what you would pay for them, and adding them up in terms of their prices. “Final goods and services” in the definition of GDP means those goods and services that are sold to ultimate, or final, purchasers. For example, the two cars that were produced would be final goods if they were sold to households or to a business. However, to produce the cars the automobile manufacturer bought steel that went into the body of the cars, and we do not count this steel as a final good or service in GDP. Steel is an example of an intermediate good, one that is used in the production process. An intermediate good is not considered a final good or service. The reason we do not count intermediate goods as final goods is to avoid double-counting. The price of the car already reflects the price of the steel contained



intermediate goods Goods used in the production process that are not final goods and services.



in it. We do not want to count the steel twice. Similarly, the large volumes of paper a commercial printing firm uses also are intermediate goods, because the paper becomes part of the final product delivered by the printing firm to its clients. The final words in our definition of GDP are “in a given year.” GDP is expressed as a rate of production, that is, as “X” amount of dollars per year. In 2010, for example, GDP in the United States was $14,526 billion. Goods produced in prior years, such as cars or houses, are not included in GDP for a given year, even if one consumer sells a house or car to another in that year. Only newly produced products are included in GDP. Because we measure GDP using the current prices for goods and services, GDP will increase if prices increase, even if the physical amount of goods that are produced remains the same. Suppose that next year the economy again produces two cars and three computers, but all the prices in the economy double: The price of cars is $50,000, and the price of computers is $4,000. GDP will also be twice as high, or $112,000, even though the quantity produced is the same as during the prior year: 2 cars



*



+ 50,000 per car



=



+ 100,000



+



3 computers



*



+ 4,000 per computer



=



+ 12,000



+ 112,000 But to say that GDP has doubled would be misleading, because exactly the same goods were produced. To avoid this problem, let’s apply the real-nominal principle, one of our five basic principles of economics. =



REAL-NOMINAL



PRINCIPLE



What matters to people is the real value of money or income—its purchasing power—not the face value of money or income.



What we need is another measure of total output that doesn’t increase just because prices increase. For this reason, economists have developed the concept of real GDP, a measure that controls for changes in prices. Later in this chapter, we explain how real GDP is calculated. The basic idea is simple. When we use current prices to measure GDP, we are using nominal GDP. Nominal GDP can increase for one of two reasons: Either the production of goods and services has increased, or the prices of those goods and services have increased. To explain the concept of real GDP, we first need to look at a simple example. Suppose an economy produces a single good: computers. In year 1, 10 computers were produced, and each sold for $2,000. In year 2, 12 computers were produced, and each sold for $2,100. Nominal GDP is $20,000 in year 1 and $25,200 in year 2; it has increased by a factor of 1.26 or 26 percent. However, we can also measure real
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real GDP A measure of GDP that controls for changes in prices. nominal GDP The value of GDP in current dollars.
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GDP by using year 1 prices as a measure of what was produced in year 1 and what was produced in year 2. In year 1, real GDP is 10 computers



*



+ 2,000 per computer



=



+ 20,000



=



+ 24,000



In year 2, real GDP (in year 1 terms) is 12 computers



*



+ 2,000 per computer



Real GDP in year 2 is still greater than real GDP in year 1, now by a factor of 1.2, or 20 percent. The key idea is that we construct a measure using the same prices for both years and thereby take price changes into account. Figure 5.2 plots real GDP for the U.S. economy for the years 1930 through 2011. The graph shows that real GDP has grown substantially over this period. This is what economists call economic growth—sustained increases in the real GDP of an



economic growth Sustained increases in the real GDP of an economy over a long period of time.



economy over a long period of time. In Chapter 8, we’ll study economic growth in detail. Later in this chapter, we’ll look carefully at the behavior of real GDP over shorter periods, during which time it can rise and fall. Decreases in real GDP disrupt the economy greatly and lead to unemployment. 14,000



2007 recession



12,000 ) rs la l o d 5 0 0 2 f o s n o il li (B P D G l a e R S U



1990s boom



10,000



8,000



6,000



Oil price shocks



4,000 World War II



Vietnam War



2,000



0



Great Depression



1930



1940



1950



1960



1970



1980



1990



2000



2010



Year ▲



FIGURE 5.2



U.S. Real GDP, 1930–2011 During the Great Depression in the 1930s, GDP initially fell and then was relatively flat. The economy was not growing much. However, the economy began growing rapidly in the 1940s during World War II and has grown substantially since then. SOURCE: U.S. Department of Commerce.



MyEcon Lab Real-time data



T h e C o m p o ne n t s o f G D P Economists divide GDP into four broad categories, each corresponding to different types of purchases represented in GDP: 1 Consumption expenditures: purchases by consumers 2 Private investment expenditures: purchases by firms 3 Government purchases: purchases by federal, state, and local governments 4 Net exports: net purchases by the foreign sector (domestic exports minus domestic imports)
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Before discussing these categories, let’s look at some data for the U.S. economy to get a sense of the size of each of these four components. Table 5.1 shows the figuresfor GDP for the third quarter of 2011. (A quarter is a three-month period; the first quarter runs from January through March, while the third quarter runsfrom July through September. Quarterly GDP expressed at annual rates is GDP for a year if the entire year were the same as the measured quarter.) In the third quarter of 2011, GDP was $ 15,176 billion, or approximately $15.2 trillion. To get a sense of the magnitude, consider that the U.S. population is approximately 300 million people, making GDP per personapproximately $50,586. (This does not mean everyman, woman, and child actually spends $50,586, but it is a useful indicator of the productive strength of the economy.) TABLE 5.1 Composition of U.S. GDP, Third Quarter 2011 (Billions of Dollars Expressed at Annual Rates) GDP



Consumption Expenditures



Private Investment Expenditures



Government Purchases



Net Exports



$15,176



$10,784



$1,906



$3,047



–$562



SOURCE: U.S. Department of Commerce.



MyEcon Lab Real-time data CONSUMPTION EXPENDITURES Consumption expenditures are purchases



by consumers of currently produced goods and services, either domestic or foreign. These purchases include flat-screen TVs, smart phones, automobiles, clothing, hairstyling services, jewelry, movie or basketball tickets, food, and all other consumer items. We can break down consumption into durable goods, nondurable goods, and services. Durable goods , such as automobiles or refrigerators, last for a long time. Nondurable goods , such as food, last for a short time. Services are work in which people play a prominent role in delivery (such as a dentist filling a cavity). They range fr om haircutting to health care and are the fastest-growing component of consumption in the United States. Overall, consumption spending is the most important component of GDP, constituting about 71 percent of t otal purchases. PRIVATE INVESTMENT EXPENDITURES Private investment expenditures in



GDP consist of three components: 1 First, there is spending on new plants and equipment during the year. If a firm



builds a new factory or purchases a new machine, the new factory or new machine is included in the year’s GDP. Purchasing an existing building or buying a used machine does not count in GDP, because the goods were not produced during the current year. 2 Second, newly produced housing is included in investment spending. The sale of an existing home to a new owner is not counted, because the house was not built in the current year. 3 Finally, if firms add to their stock of inventories, the increase in inventories during the current year is included in GDP. If a hardware store had $1,000 worth of nuts and bolts on its shelves at the beginning of the year and $1,100 at the year’s end, its inventory investment is $100 ($1,100 – $1,000). This $100 increase in inventory investment is included in GDP. We call the total of new investment expenditures gross investment . During the year, some of the existing plant, equipment, and housing will deteriorate or wear out. This wear and tear is called depreciation , or sometimes a capital consumption allowance . If we subtract depreciation from gross investment, we obtain net investment . Make sure you understand this distinction between gross investment and net investment. Consider the $1,906 billion in total investment spending for the third quarter of 2011, a period in which there was $1,607 billion in depreciation in the



consumption expenditures Purchases of newly produced goods and services by households.



private investment expenditures Purchases of newly produced goods and services by firms.



gross investment Total new investment expenditures. depreciation Reduction in the value of capital goods over a one-year period due to physical wear and tear and also to obsolescence; also called capital consumption allowance. net investment Gross investment minus depreciation.
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private sector. That means there was only $299 billion ($1,906 – $1,607) in net investment by firms in that year; 84 percent of gross investment went to make up for depreciation of existing capital. When we discuss measuring production in the GDP accounts, we use investment in a different way than that with which you may be accustomed. For an economist, investment in the GDP accounts means purchases of new final goods and services by firms. In everyday conversation, we may talk about investing in the stock market or investing in gold. Buying stock for $1,800 on the stock market is a purchase of an existing financial asset; it is not the purchase of new goods and services by firms. Therefore, that $1,800 does not appear anywhere in GDP. The same is true of purchasing a gold bar. In GDP accounting, investment denotes the purchase of new capital. Be careful not to confuse the common usage of investment with the definition of investment as we use it in the GDP accounts. government purchases Purchases of newly produced goods and services by local, state, and federal governments.



transfer payments Payments from governments to individuals that do not correspond to the production of goods and services.



GOVERNMENT PURCHASES Government purchases are the purchases of newly



produced goods and services by federal, state, and local governments. They include any goods that the government purchases plus the wages and benefits of all government workers (paid when the government purchases their services as employees). Investment spending by government is also included. The majority of spending in this category comes from state and local governments: $1,798 billion of the total $3,047 billion in 2011. Government purchases affect our lives very directly. For example, all salaries of U.S. postal employees and federal airport security personnel are counted as government purchases. This category does not include all spending by governments. It excludes transfer payments , payments to individuals that are not associated with the production of goods and services. For example, payments for Social Security, welfare, and interest on government debt are all considered transfer payments and thus are not included in government purchases in GDP. Nothing is being produced by the recipients in return for money being paid, or “transferred,” to them. But wage payments to the police, postal workers, and the staff of the Internal Revenue Service are all included, because they do correspond to services these workers are currently producing. Because transfer payments are excluded from GDP, a vast portion of the budget of the federal government is not part of GDP. In 2010, the federal government spent approximately $3,703 billion, of which only $1,222 billion (about 33 percent) was counted as federal government purchases. Transfer payments are important, however, because they affect both the income of individuals and their consumption and savings behavior. Transfer payments also affect the size of the federal budget deficit, which we will study in a later chapter. At this point, keep in mind the distinction between government purchases—which are included in GDP—and total government spending or expenditure—which may not be included. NET EXPORTS To understand the role of the foreign sector, we first need to define



import A good or service produced in a foreign country and purchased by residents of the home country (for example, the United States). export A good or service produced in the home country (for example, the United States) and sold in another country. net exports Exports minus imports.



three terms. Imports are goods and services we buy from other countries.Exports are goods and services made here and sold to other countries.Net exports are total exports minus total imports. In Table 5.1, we see that net exports in the third quarter of 2011 were –$562 billion. Net exports were negative because our imports exceeded our exports. Consumption, investment, and government purchases include all purchases by consumers, firms, and the government, whether or not the goods were produced in the United States. However, GDP is supposed to measure the goods produced in the United States. Consequently, we subtract purchases of foreign goods by consumers, firms, or the government when we calculate GDP, because these goods were not produced in the United States. At the same time, we add to GDP any goods produced here and sold abroad, for example, airplanes made in the United States and sold in Europe. By including net exports as a component of GDP, we correctly measure U.S. production by adding exports and subtracting imports. Suppose someone in the United States buys a $25,000 car made in Japan. If we look at final purchases, we will see that consumption spending rose by $25,000 because
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a consumer made a purchase of a consumption good. Net exports fell by $25,000, however, because we subtracted the value of the import (the car) from total exports. Notice that total GDP did not change with the purchase of the car. This is exactly what we want in this case, because the car wasn’t produced in the United States. Now suppose the United States sells a car for $22,000 to a resident of Spain. In this case, net exports increase by $22,000 because the car was a U.S. export. GDP will also be a corresponding $22,000 higher because this sale represents U.S. production. Recall that for the United States in the third quarter of 2011 net exports were –$562 billion dollars. In other words, in that quarter the United States bought $562 billion more goods from abroad than it sold abroad. When we buy more goods from abroad than we sell, we have a trade deficit. A trade surplus occurs when our exports exceed our imports. Figure 5.3 shows the U.S. trade surplus as a share of GDP from 1960 to 2011. Although at times the United States has had a small trade surplus, it has generally run a trade deficit. In recent years, the trade deficit has increased and has fluctuated between 3 and 6 percent of GDP. In later chapters, we study how trade deficits can affect a country’s GDP.



trade surplus The excess of exports over imports.
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FIGURE 5.3



U.S. Trade Balance as a Share of GDP, 1960–2011
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In the early 1980s, the United States ran a trade surplus (when the line on the graph is above zero, this indicates a surplus). However, in other years the United States has run a trade deficit. In 2004 through 2006, the trade deficit exceeded 5 percent of GDP, although it most recently is near 3 percent of GDP.
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trade deficit The excess of imports over exports.
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SOURCE: Department of Commerce.
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Putting It All Together:



The GDP Equation



We can summarize our discussion of who purchases GDP with a simple equation that combines the four components of GDP: Y
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where Y C I G NX
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=
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=



=



GDP Consumption Investment Government purchases Net exports



In other words, GDP



=



consumption



+



investment



+



government purchases



+



net exports



This equation is an identity, which means it is always true no matter what the values of the variables are. In any economy, GDP consists of the sum of its four components.
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RECOVERING FROM A RECESSION APPLYING THE CONCEPTS #2: How long did it take to recover from the last recession?



The most recent recession was not only deep and severe, it took a long time for the U.S. economy to recover from it. How can we measure how long it takes to recover from a recession? Recall that a recession begins when real GDP starts to fall from its peak. One useful measure would be to ask how long it takes for real GDP to finally return to the level of the peak before the recession started. The last recession started in the fourth quarter of 2007. Real GDP then started to fall. It did not return to its peak until the second quarter of 2011—3.5 years later! This truly was a deep recession and a very slow and protracted recovery. Most recessions do not have as prolonged a recovery period. For example, the severe recession that began in the fourth quarter of 1973 only took two years to recover to its previous peak. Why was the economy so slow to recover from this last recession? Some economists believe that recessions brought on by financial crises take much longer to recover from than other types of recessions. Financial crises disrupt the affairs of both households and businesses and require more time for individuals and businesses to adjust their behavior. Related to Exercises 5.6 and 5.7 .



5.3



The Income Approach: Measuring a Nation’s Macroeconomic Activity Using National Income



Recall from the circular flow that one person’s production ends up being another



national income The total income earned by a nation’s residents both domestically and abroad in the production of goods and services.



person’s income. Income is the flip side of macroeconomic “coin.” As aalso result, in addition to measuring a nation’s activity byour measuring production, we can gauge it by measuring a nation’s income. The total income earned by U.S. residents working in the United States and abroad is called national income.



Measuring National



Income



To measure national income, economists first make two primary adjustments to GDP. First, we add to GDP the net income earned by U.S. firms and residents abroad. To make this calculation, we add to GDP any income earned abroad by U.S. firms or residents and subtract any income earned in the United States by foreign firms or residents. For example, we add the profits earned by U.S. multinational corporations that are sent back to the United States but subtract the profits from multinational corporations operating in the United States that are sent back to their home countries. The profits Wal-Mart sends back to the United States from its stores in Mexico are added to GDP. The profits Toyota earns in the United States that it sends back to Japan are subtracted from GDP. The result of these adjustments is the total income earned worldwide by U.S. firms and gross national product GDP plus net income earned abroad.



gross national product (GNP) residents. This is the between . their borders, GDP, and The distinction what they produce within what their citizens earn, GNP, is not that important to most countries. For the United States, the difference between GDP and GNP is typically just 1 percent. In some countries, however, the differences are much larger. The country of Kuwait, for example, earned vast amounts of income from its oil riches, which it invested abroad in stocks, bonds, and other types of investments. These earnings comprised approximately 9 percent of Kuwait’s 2006 GNP. Foreigners have traditionally made
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large investments in Australia. As they sent their profits back to their home countries, Australia’s net income from abroad was negative in 2006, and Australian GDP in that year exceeded Australian GNP by 4.1 percent. The second adjustment we make when calculating national income is to subtract depreciation from GNP. Recall that depreciation is the wear and tear on plant and equipment that occurred during the year. In a sense, our income is reduced because our buildings and machines are wearing out. When we subtract depreciation from GNP, we reach net national product (NNP) , where net means “after depreciation.” After making these adjustments and taking into account statistical discrepancies, we reach national income. (Statistical discrepancies arise when government statisticians make their calculations using different sources of the same data.) Table 5.2 shows the effects of these adjustments for the third quarter of 2011. TABLE 5.2 From GDP to National Income, Third Quarter 2011 (Billions of Dollars) Gross domestic product



$15,176



Gross national product



15,443



Net national product



13,480



National income



13,431



In turn, national income is divided among six basic categories: compensation of employees (wages and benefits), corporate profits, rental income, proprietors’ income (income of unincorporated business), net interest (interest payments received by households from business and from abroad), and other items. Approximately 62 percent of all national income goes to workers in the form of wages and benefits. For most of the countries in the world, wages and benefits are the largest part of national income. In addition to national income, which measures the income earned in a given year by the entire private sector, we are sometimes interested in determining the total payments that flow directly into households, a concept known as personal income. To calculate personal income, we begin with national income and subtract any corporate profits that are retained by the corporation and not paid out as dividends to households. We also subtract all taxes on production and imports and social insurance taxes, which are payments for Social Security and Medicare. We then add any personal interest income received from the government and consumers and all transfer payments. The result is the total income available to households, or personal income. The amount of personal income that households retain after paying income taxes is called personal disposable income.



Measuring National Income



through Value Added



Another way to measure national income is to look at the value added of each firm in the economy. For a firm, we can measure its value added by the dollar value of the firm’s sales minus the dollar value of the goods and services purchased from other firms. What remains is the sum of all the income—wages, profits, rents, and interest— that the firm generates. By adding up the value added for all the firms in the economy (plus nonprofit and governmental organizations), we can calculate national income. Let’s consider a simple example illustrated in Table 5.3. TABLE 5.3 Calculating Value Added in a Simple Economy Automobile Firm



Total sales Less purchases from other firms Equals value added: the sum of all wages, interest, profits, and rents



Steel Firm



Total Economy



$16,000



$6,000



6,000



0



$22,000 6,000



10,000



6,000



16,000



personal income Income, including transfer payments, received by households.



personal disposable income Personal income that households retain after paying income taxes. value added The sum of all the income—wages, interest, profits, and rent—generated by an organization. For a firm, we can measure value added by the dollar value of the firm’s sales minus the dollar value of the goods and services purchased from other firms.
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Suppose an economy consists of two firms: an automobile firm that sells its cars to consumers and a steel firm that sells only to the automobile firm. If the automobile company sells a car for $16,000 to consumers and purchases $6,000 worth of steel from the steel firm, the auto firm has $10,000 remaining—its value added—which it can then distribute as wages, rents, interest, and profits. If the steel firm sells $6,000 worth of steel but does not purchase any inputs from other firms, its value added is $6,000, which it pays out in the form of wages, rents, interest, and profits. Total value added in the economy from both firms is $16,000 ($10,000 + $6,000), which is the sum of wages, rents, interest, and profits for the entire economy (consisting of these two firms). As this example illustrates, we measure the value added for a typical firm by starting with the value of its total sales and subtracting the value of any inputs it purchases from other firms. The amount of income that remains is the firm’s value added, which is then distributed as wages, rents, interest, and profits. In calculating national income, we need to include all the firms in the economy, even the firms that produce intermediate goods.



A n Ex p a n d e d C ir c u l a r F lo w Now that we have examined both production and income, including both the government and the foreign sector, let’s take another look at a slightly more realistic circular flow. Figure 5.4 depicts a circular flow that includes both the government and the foreign sector. Both households and firms pay taxes to the government. The government, in turn, supplies goods and services in the product market and also purchases inputs—labor and capital—in the factor markets, just like private-sector firms do. Net exports, which can be positive or negative, are shown entering or leaving the product market. In summary, we can look at GDP from two sides: We can ask who buys the output that is produced, or we can ask how the income that is created through the production process is divided between workers and investors. From the spending side, we saw that nearly 70 percent of GDP consists of consumer expenditures. From the income side, we saw that nearly 65 percent of national income is paid in wages and ▶



FIGURE 5.4



Rest of world



The Circular Flow with Government and the Foreign Sector The new linkages (in blue) demonstrate the roles that the government and the foreign sector (imports and exports) play in the circular flow.



Exports



Imports



Product market Supplies goods and services Taxes



Taxes Government



Firms



Purchases factors of production



Factor market
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THE LINKS BETWEEN SELF-REPORTED HAPPINESS AND GDP APPLYING THE CONCEPTS #3: Do increases in gross domestic product necessarily translate into improvements in the welfare of citizens?



Two economists, David Blanchflower of Dartmouth College and Andrew Oswald of Warwick University in the United Kingdom, have systematically analyzed surveys over a nearly 30-year period that ask individuals to describe themselves as “happy, pretty happy, or not too happy.” The results of their work are provocative. Over the last 30 years, reported levels of happiness have declined slightly in the United States and remained relatively flat in the United Kingdom despite very large increases in per capita income in both countries. Could it be the increased stress of everyday life has taken its toll on our happiness despite the increase in income? At any point in time, however, money does appear to buy happiness. Holding other factors constant, individuals with higher incomes do report higher levels of personal satisfaction. But these “other factors” are quite important. Unemployment and divorce lead to sharply lower levels of satisfaction. Blanchflower and Oswald calculate that a stable marriage is worth $100,000 per year in terms of equivalent reported satisfaction. Perhaps most interesting are their findings about trends in the relative happiness of different groups in our society. While whites report higher levels of happiness than African Americans, the gap has decreased over the last 30 years, as the happiness of African Americans has risen faster than that of whites. Men’s happiness has risen relative to that of women over the last 30 years. Finally, in recent work Blanchflower and Oswald looked at how happiness varies over the life cycle. Controlling for income, education, and other personal factors, they found that in the United States, happiness among men and women reaches a minimum at the ages of 49 and 45, respectively. Since these are also the years in which earnings are usually the highest, it does suggest that work takes its toll on happiness. Related to Exercises 6.2 and 6.9 .



SOURCE: David Blanchflower and Andrew Oswald, “Well-Being Over Time in Britain and the USA,” (working paper 7847, National Bureau of Economic Research, January 2000) and “Is Well-being U-Shaped over the Life Cycle,” (working paper 12935, February 2007).



benefits. Macroeconomists may use data based either on the production that occurs in the economy or on its flip side, the income that is generated, depending on whether they are more focused on current production or on current income.



5.4



A Closer Examination of Nominal and Real GDP



We have discussed different ways to measure the production of an economy, looking at both who purchases goods and services and the income it generates. Of all the measures we have discussed, GDP is the one most commonly used both by the public and by economists. Let’s take a closer look at it.



Measuring Real v



ersus Nominal GDP



Output in the economy can increase from one year to the next. And prices can rise from one year to the next. Recall that we defined nominal GDP as GDP measured in current prices, and we defined real GDP as GDP adjusted for price changes. Now we take a closer look at how real GDP is measured in modern economies. Let’s start with a simple economy in which there are only two goods—cars and computers—prod uced in the years 2011 and 2012. The data for this economy—the
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prices and quantities produced for each year—are shown in Table 5.4 . The production of cars and the production of computers increased, but the production of computers increased more rapidly. The price of cars rose, while the price of computers remained the same. TABLE 5.4 GDP Data for a Simple Economy Quantity Produced



Price



Year



Cars



Computers



Cars



Computers



2011



4



1



$10,000



$5,000



2012



5



3



12,000



5,000



Let’s first calculate nominal GDP for this economy in each year. Nominal GDP is the total market value of goods and services produced in each year. Using the data in the table, we can see that nominal GDP for the year 2011 is (4 cars



*



+ 10,000)



+



(1 computer



*



+ 5,000)



=



+ 45,000



Similarly, nominal GDP for the year 2012 is (5 cars



*



+ 12,000)



+



(3 computers



*



+ 5,000)



=



+ 75,000



Now we’ll find real GDP. To compute real GDP, we calculate GDP using constant prices. What prices should we use? For the moment, let’s use the prices for the year 2011. Because we are using 2011 prices, real GDP and nominal GDP for 2011 are both equal to $45,000. But for 2012, they are different. In 2012, real GDP is (5 cars



*



+ 10,000)



+



(3 computers



*



+ 5,000)



=



+ 65,000



Note that real GDP for 2012, which is $65,000, is less than nominal GDP for 2012, which is $75,000. The reason real GDP is less than nominal GDP here is that prices of cars rose by $2,000 between 2011 and 2012, and we are measuring GDP using 2011 Weprices. can measure real GDP for any other year simply by calculating GDP usingprices. constant We now calculate the growth in real GDP for this economy between 2011 and 2012. Because real GDP was $45,000 in 2011 and $65,000 in 2012, real GDP grew by $20,000. In percentage terms, this is a $20,000increase from the initial level of $45,000 or Percentage growth in real GDP



+ 20,000 =



+ 45,000



=



.444



which equals 44.4 percent. This percentage is an average of the growth rates for both goods—cars and computers. Figure 5.5 depicts real and nominal GDP for the United States from 1950 to 2011. Real GDP is measured in 2005 dollars, so the curves cross in 2005. Before 2005, nominal GDP is less than real GDP because prices in earlier years were lower than they were in 2005. After 2005, nominal GDP exceeds real GDP because prices in later years were higher than they were in 2005.



How to Use the



GDP deflator An index that measures how the prices of goods and services included in GDP change over time.



GDP Deflator



We can also use the data in Table 5.4 to measure the changes in prices for this economy of cars and computers. The basic idea is that the differences between nominal GDP and real GDP for any year arise only because of changes in prices. So by comparing real GDP and nominal GDP, we can measure the changes in prices for the economy. In practice, we do this by creating an index, called the GDP deflator, that measures how prices of goods and services change over time. Because we are calculating real GDP using year 2011 prices, we will set the value of this index equal to 100 in the
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FIGURE 5.5



U.S. Nominal and Real GDP, 1950–2011 This figure plots both real and nominal GDP for the United States in billions of dollars. Real GDP is measured in 2005 dollars.



MyEcon Lab Real-time data



year 2011, which we call the base year. To find the value of the GDP deflator for the year 2012 (or other years), we use the following formula: GDP Deflator



=



Nominal GDP Real GDP



*



100



Using this formula, we find that the value of the GDP deflator for 2012 is + 75,000 + 65,000



*



100



=



1.15



*



100



=



115



Because the value of the GDP deflator is 115 in 2012 and was 100 in the base year of 2011, this means prices rose by 15 percent between the two years: 115 - 100 15 0.15 100 100 Note that this 15 percent is a weighted average of the price changes for the two goods—cars and computers. Until 1996, the Commerce Department, which produces the GDP figures, used these formulas to calculate real GDP and measure changes in prices. Economists at the department chose a base year and measured real GDP by using the prices in that base year. They also calculated the GDP deflator, just as we did, by taking the ratio of nominal GDP to real GDP. Today, the Commerce Department calculates real GDP and the price index for real GDP using a more complicated method. In our example, we measured real GDP using 2011 prices. But we could have also measured real GDP using prices from 2012. If we did, we would have come up with slightly different numbers both for the increase in prices between the two years and for the increase in real GDP. To avoid this problem, the Commerce Department now uses a chain-weighted index, which is a method for calculating price changes that takes an average of price changes using base years from consecutive years (that is, 2011 and 2012 in our example). If you look online or at the data produced by the Commerce Department, you will see real GDP measured in chained dollars and a chain-type price index for GDP. =



=



chain-weighted index A method for calculating changes in prices that uses an average of base years from neighboring years.
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5.5



Fluctuations in GDP



trough



As we have discussed, real GDP does not always grow smoothly—sometimes it collapses suddenly, and the result is an economic downturn. We call such fluctuations business cycles. Let’s look at an example of a business cycle from the late 1980s and early 1990s. Figure 5.6 plots real GDP for the United States from 1988 to 1992. Notice that in mid-1990, real GDP begins to fall. A recession is a period when real GDP falls for six or more consecutive months. Economists talk more in terms of quarters of the year—consecutive three-month periods—than in terms of months. So they would say that a recession occurs when real GDP falls for two consecutive quarters. The date at which the recession starts—that is, when output starts to decline—is called the peak. The date at which it ends—that is, when output starts to increase again—is



The date at which output stops falling in a recession.



called . In enters Figurea5.6, we seeperiod, the peak trough of the recession. After a trough,the thetrough economy recovery or and period of expansion .



expansion The period after a trough in the business cycle during which the economy recovers.



13,500



recession Commonly defined as six consecutive months of declining real GDP. peak The date at which a recession starts.
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FIGURE 5.6



The 2007−2009 Recession Recessions can be illustrated by peaks, troughs, and an expansion phase. The date at which the recession starts and output begins to fall is called the peak. The date at which the recession ends and output begins to rise is called the trough. The expansion phase begins after the trough. The 2007−2009 recession began in December 2007 and ended in June 2009. SOURCE: U.S. Department of Commerce.



From World War II through 2010, the United States experienced 11 recessions. Table 5.5 contains the dates of the peaks and troughs of each recession, the percent decline in real GDP from each peak to each trough, and the length of the recessions in months. The recession from 1973 to 1975, which started as a result of a sharp rise in world oil prices, was very severe. The recession from 2007 to 2009 was perhaps the worst downturn since World War II. In the last three decades, there have been four recessions, three of them starting near the beginning of each of the decades: 1981, 1990, and 2001. In the 2001 recession, employment began to fall in March 2001, before the terrorist attack on the United States on September 11, 2001. The attack further disrupted economic activity and damaged producer and consumer confidence, and the economy tumbled through a recession. The recession that began in December 2007 followed a sharp decline in
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TABLE 5.5 Eleven Postwar Recessions Peak



November 1948 July 1953 August 1957 April 1960 December 1969 November 1973 January 1980 July 1981 July 1990 March 2001 December 2007



Trough



October 1949 May 1954 April 1958 February 1961 November 1970 March 1975 July 1980 November 1982 March 1991 November 2001 June 2009



Percent Decline in Real GDP



Length of Recession (months)



–1.5 –3.2 –3.3 –1.2 –1.0 –4.1 –2.5 –3.0 –1.4 –0.6 –4.1



11 10 8 10 11 16 6 16 8 8 18



SOURCE: National Bureau of Economic R esearch, “Business Cycle Expansions and Contractions,” http://www.dev.nber.org/cycles/cyclesmain.html.



the housing sector and the financial difficulties associated with this decline. It deepened during the financial crisis that hit in September and October of 2008. As credit became less available to both businesses and consumers, the effects of the financial crisis began to show up in reduced consumer spending for durable goods such as automobiles and reduced business investment. Thr oughout the broader swe ep of U.S . his tory, other downturn s have occurred—20 of them from 1860 up to World War II. Not all were particularly severe, and in some unemployment hardly changed. However, some economic downturns, such as those in 1893 and 1929, were severe. Although we used the common definition of a recession as a period when real GDP falls for six months, in practice, a committee of economists at the National Bureau of Economics Research (NBER), a private research group in Cambridge, Massachusetts, of primarily academic economists, officially proclaims the beginning and end of recessions the United States using a broader seteconomic of criteria activity, than justspread GDP. The NBER’s formal in definition is “a significant decline in across the economy, lasting more than a few months, normally visible in production, employment, real income, and other indicators.” As you can see, it uses a wide variety of indicators to determine whether a recession has occurred and its length. Depression is the common term for a severe recession. In the United States, the Great Depression refers to the years 1929 through 1933, the period when real GDP fell by over 33 percent. This drop in GDP created the most severe disruptions to ordinary economic life in the United States during the twentieth century. Throughout the country and in much of the world, banks closed, businesses failed, and many people lost their jobs and their life savings. Unemployment rose sharply. In 1933, over 25 percent of people who were looking for work failed to find jobs. Although the United States has not experienced a depression since that time, other countries have. In the last 20 years, several Asian countries (for example, Thailand) and Latin American countries (for example, Argentina) suffered severe economic disruptions that were true depressions.



5.6 GDP as a Measure of Welfare



GDP is our best measure of the value of output produced by an economy. As we have seen, we can use GDP and related indicators to measure economic growth within a country. We can also use GDP to compare the value of output across countries as well. Economists use GDP and related measures to determine if an economy has fallen into a recession or has entered into a depression. But while GDP is a very valuable measure of the health of an economy, it is not a perfect measure.



depression The common name for a severe recession.
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Shortcomings of GDP



as a Measure of Welf



are



There are several recognized flaws in the construction of GDP. We should thus be cautious in interpreting GDP as a measure of our economic well-being, because it does not take into account housework and childcare, leisure, the underground economy, or pollution. HOUSEWORK AND CHILDCARE First, GDP ignores transactions that do not take



place in organized markets. The most important example is services, such as cleaning, cooking, and providing free childcare, that people do for themselves in their own homes. Because these services are not transferred through markets, GDP statisticians cannot measure them. If we included household production in GDP, measured GDP would be considerably higher than currently reported. LEISURE Second, leisure time is not included in GDP because GDP is edsigned to be a



measure of the production that occurs in th e economy. To the extent that households value leisure, increases in leisure time will lead to higher social welfare, but not to higher GDP. UNDERGROUND ECONOMY Third, GDP ignores the underground economy,



where transactions are not reported to official authorities. These transactions can be legal, but people don’t report the income they have generated because they want to avoid paying taxes on it. For example, wait staff may not report all their tips and owners of flea markets may make under-the-table cash transactions with their customers. Illegal transactions, such as profits from the illegal drug trade, also result in unreported income. In the United States in 2005, the Internal Revenue Service estimated (based on tax returns from 2001) that about $310 billion in federal income taxes from the underground economy was not collected each year. If the federal income tax rate that applies to income evaded from taxes was about 20 percent, approximately $1.5 trillion ($310/0.20) in income from the underground economy escaped the GDP accountants that year, or about 15 percent of GDP at the time. Economists have used a variety of methods to estimate the extent of the underground economy throughout the world. They typically find that the size of the underground economy is much larger in developing countries than in developed countries. For example, in the highly developed countries, estimates of the underground economy are between 15 and 20 percent of reported or official GDP. However, in developing countries, estimates are closer to 40 percent of reported GDP. Table 5.6 contains estimates of the underground economy as a percent of reported GDP for different regions of the world. TABLE 5.6 The World Underground Economy, 2002–2003 Region of the World



Underground Economy as Percent of Reported GDP



Africa



41%



Central and South America



41



Asia



30



Transition Economies



38



Europe, United States, and Japan Unweighted Average over 145 Countries



17 35



SOURCE: Based on estimates by Friedrich Schneider in “The Size of Shadow Economies in 145 Countries from 1999 to 2003,” unpublished paper, 2005.



POLLUTION Fourth, GDP does not value changes in the environment that occur



in the production of output. Suppose a factory produces $1,000 of output but pollutes a river and lowers its value by $2,000. Instead of recording a loss to society of $1,000, GDP will show a $1,000 increase. This is an important limitation of GDP



 accounting as a measure of our economic well-being, because changes in the environment affect our daily lives. Previous attempts by the Commerce Department to measure the effects of changes in environment by adding positive or subtracting negative changes to the environment from national income did not yield major results. But they were limited and looked only at a very select part of the environment. Has our environment improved or deteriorated as we experienced economic growth? Finding the answer to this question will pose a real challenge for the next generation of economic statisticians. Most of us would prefer to live in a country with a high standard of living, and few of us would want to experience poverty up close. But does a higher level of GDP really lead to more satisfaction?



SUMMARY In this chapter, we learned The GDP deflator is an index that measures how the prices of how economists and goods and services included in GDP change over time. The government statisticians following equation helps us find the GDP deflator: measure the income and Nominal GDP * 100 production for an entire GDP Deflator Real GDP country and what these measures are used for. 4 National income is obtained from GDP by adding the net income U.S. individuals and firms earn from abroad, then subtracting Developing meaningful stadepreciation. tistics for an entire economy is difficult. As we have seen, statistics can convey useful informa- 5 Real GDP is calculated by using constant prices. The Commerce tion—if they are used with care. Here are some of the main points Department now uses methods that take an average using base to remember in this chapter: years from neighboring years. =



1 The circular flow diagram shows how the production of goods and services generates income for households and how households purchase goods and services by firms. The expanded cir-



6 A recessi on is commonly defined as a six-month consecutive period of negative growth. However, in the United States, the National Bureau of Economic Research uses a broader



cular flow diagram includes government and the foreign sector. 2 Gross domestic product (GDP) is the market value of all final goods and services produced in a given year.



definition. 7 GDP does not include nonmarket transactions, leisure time, the underground economy, or changes to the environment.



3 GDP consists of four components: consumption, investment, government purchases, and net exports. The following equation combines these components: Y



=



C



+



I



+



G
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NX
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gross domestic product (GDP),
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EXERCISES



All problems are assignable in MyEconLab; exercises that update with real-time data are marked with 2.3



5.1 1.1



1.2



1.3



1.4



1.5



1.6



The circular flow describes the process by which GDP generates , which is spent on goods and services. Goods and services are exchanged in markets. Which government department produces the National Income and Product Accounts? a. The Department of Education b. The Department of Commerce c. The Congressional Budget Office d. The Council of Economic Advisors The provision of educational serv ices is not cou nted as output in modern economies. (True/False) Understanding the Circular Flow Diagram. In the circular flow diagram, why do the arrows corresponding to the flow of dollars and the arrows corresponding to the flow of goods go in the opposite direction? Types of Income. Sometimes economists distinguish between wages on the one hand, and rents, interest, and profits on the other. What is the basis of that distinction?



5.2 2.1



The “Flip” Sides of Macroeconomic Activity: Production and Income



The Production Approach: Measuring a Nation’s Macroeconomic Activity Using Gross Domestic Product



Which of the following is not a component of GDP? a. Consumption b. Investment c. Producer Price Index d. Government purchases e. Net exports



2.4



2.5



.



If depreciation exceeds gross investment, net investment will be . A trade surplus occurs when exceeds . GDP Statistics and Unemployed Workers. In Economy A, cannot the government putslong workers on but the payroll who find jobs for periods, these “employees” do no work. In Economy B, the government does not hire any long-term unemployed workers but gives them cash grants. Comparing the GDP statistics between the two otherwise identical economies, what can you determine about measured GDP and the actual level of output in each economy?



2.6



Child Care Subsidies. If the federal government provides subsidies for individuals to buy child care, is this included in the federal budget? Is it included in GDP?



2.7



The Upside and Downside of Trade Deficits. A student once said, “Trade deficits are bad because we are buying goods from abroad and not making them here.” What is an upside to trade deficits?



2.8



Depreciation and Consumer Durables. Consumer durables depreciate just like investment goods. Suppose you purchase a refrigerator for $1000 and, at the same time, four new designer dresses worth $1,000. After one year, has the refrigerator or the designer dresses depreciated more? Why?



2.9



Investment Spending versus Intermediate Goods. A publisher buys paper, ink, and computers to produce textbooks. Which of these purchases is included in investment spending? Which are intermediate goods?



5.3



3.1



The Income Approach: Measuring a Nation’s Macroeconomic Activity Using National Income



What do we add to GDP to reach GNP?



2.2



What because part of it government spending to is excluded GDP does not correspond goods andfrom services currently being produced? a. National defense b. Transfer payments c. Education d. Purchases of police cars 116



a. b. c. d.



Net income earned abroad by U.S. households Personal income Depreciation Net exports



 3.2



What is the largest component of national income? a. Compensation of employees (wages and benefits) b. Corporate profits c. Rental income d. Proprietors’ income (income of unincorporated business) e. Net interest



3.3



Personal income and personal disposable income refer to payments ultimately flowing to (households/firms).



3.4



The difference between gross national product and net national product is . Measuring Value Added for a Think Tank. The Brookings Institution is a nonprofit think tank and does not typically sell its products. Explain one way you could measure its value added.



3.5



3.6



3.7



Transf er Pa yments , Nati onal Inco me , and Personal Income. Taking into account the role of transfer payments, explain why national income could fall more than personal income during a recession. Philippine Immigrants Abroad. Every year, the Philippines sends many workers abroad including nurses, health professionals, and oil workers. How do you think GNP and GDP in the Philippines compare?



3.9



Sales versus Value Added. Explain carefully why value added may be a better measure than total sales in comparing a country to a corporation. Hint: If we measured total sales in a country, would this exceed GDP? (Related to Application 1 on page 100.)



5.4



4.2



4.4



4.5



A Closer Examination of Nominal and Real GDP



The GDP deflator is calculated for any given year by dividing nominal GDP by GDP and multiplying by 100. If the base year is 2010, then real and nominal GDP in 2010 will be equal. (True/False)



Measured price changes do not depend on the particular base year chosen when calculating a. the traditional GDP deflator. b. the chain-weighted GDP deflator. c. real GDP. To compute nominal GDP, it is important to use an accurate price index. (True/False) Calculating Real GDP, Price Indices, and Inflation. Using data from the following table, answer the following questions: a. Calculate real GDP using prices from 2011. By what percent did real GDP grow? b. Calculate the value of the price index for GDP for 2012 using 2011 as the base year. By what percent did prices increase? Quantities Produced



Understanding Why GNP and GDP May Differ. If a country discovered vast amounts of oil, sold it abroad, and invested the proceeds throughout the world, how would its GDP and GNP compare?



3.8



4.1



4.3



4.6



4.7



4.8



Prices



CDs



Tennis Rackets



Price per CD



Price per Tennis Racket



2011



100



200



$20



$110



2012



120



210



22



120



Using a New Base Year to Calculate Real GDP and Inflation. Repeat Exercise 4.5 but use prices from 2012. Understanding the Relationship between Real and Nominal GDP in a Figure. In Figure 5.5 the base year is 2005. Explain why the line for nominal GDP lies below the line for real GDP in the years prior to 2005. If the base year was 2000, where would the two lines cross? Using U.S. Economic Data to Measure the Economy. Go to the Web site for the Federal Reserve Bank of St. Louis ( www.research.stlouisfed.org/fred2). Find the data for nominal GDP, real GDP in chained dollars, and the chain price index for GDP. a. Calculate the percentage growth for nominal GDP since 2000 until the most recent year. b. Calculate the percentage growth in real GDP since 2000 until the most recent year. c. Finally, calculate the percentage growth in the chain price index for GDP over this same period and compare it to the difference between your answers to (a) and (b).
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 5.5 5.1



5.2



5.3



5.4



5.5



6.2



Fluctuations in GDP



The date tha t a recession beg ins is called the . Since World War II, the United States has experienced seven recessions. (True/False) The marks the date that ends a recession and output starts to increase again. The organization that officially dates recessions in the United States is the a. Congressional Budget Office. b. Department of Commerce. c. National Bureau of Economic Research. d. Council of Economic Advisors. Counting Recessions. Consider the data for the fictitious economy of Euronet:



Year and Quarter



2003: 1



2003: 2



2003: 3



2003: 4



2004: 1



2004: 2



2004: 3



Real GDP



195



193



195



196



195



194



198



5.6



5.7



How many recessions occurred in the economy over the time indicated? Long Recoveries. Explain why the time it takes the economy to recover to the level where it srcinally was when the recession started is longer than the time from peak to trough. (Related to Application 2 on p. 106 .) Most Severe Recession? Using the data in Table 5.5, identify the two most severe recessions since World War II in terms of the fall from peak to trough. What other information might you want to know about these and other recessionary periods to judge their severity? (Related to Application 2 on page 106.)



5.6



6.3



6.4



6.5



6.6



6.7



GDP as a Measure of Welfare 6.8



6.1
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Which of the following are not included in GDP? a. Leisure time b. Sales of new cars c. Strawberries sold in a grocery store d. Economics textbooks sold in the bookstore



Men’s reported happiness has increased relative to wom en’s rep orted happiness in the last several decades. (True/False) (Related to Application 3 on page 109.) The approximate percentage of GDP in the United States that goes unreported because of the underground economy is . Illegal activities are not computed as part of measured GDP because they are not a. legal. b. production. c. reported. d. big enough to worry about. Does Spending Measure Welfare? Suppose a community spends $1 million on salaries and equipment for its police department. Because it believes that citizens are now more law abiding, the community decides to cut back on the number of police it employs. As a result, the community now spends $800,000 less on the police officers. The crime rate remains the same. a. What happens to measured GDP? b. Does GDP accurately reflect welfare in this case? Discuss the underlying issue that this example poses. Disappearing Trees and National Income. Suppose you were worried that national income does not adequately take into account the extraction of trees that provide shade and help stem global warming. How would you advise the Commerce Department to include this factor in its calculations? Fracking and Natural Gas. In the last several years, there have been considerable increases in the production of natural gas in the United States through a technique known as “fracking” where fluids are injected into wells. While fracking has generally been very successful, on occasion there was contamination of the water supplies. How should you properly measure the contributions from fracking in this case? Comparing Welfare across Countries. Suppose Country A and Country B have exactly the same measured real GDP, but in Country A, the average worker spends more time at home, either doing housework or on vacation. Which country has a higher level of welfare and why?



 6.9



Does Money Buy Happiness? Although people with high incomes appear to be happier than those with low incomes, people in the United States in general have become less happy over the last 30 years even though real GDP has risen. What are some of the reasons why the increase in real GDP does not always imply greater happiness? (Related to Application 3 on page 109.)



6.10



Mea sur ing Hap pines s acr oss State s. Suppose statisticians find from survey data that the residents of California and Louisiana report that they are equally happy. However, incomes in California are higher, on average, than those in Louisiana. Could you make a case that living in Louisiana actually makes you happier than living in California?
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Unemployment and Inflation Do governments care about their reported inflation statistics? Argentina certainly does, but not rightcrisis way. After in an the economic in 2002, the Argentine government took



a number of actions to try to resuscitate an ailing economy. While the economy began to recover from its doldrums, eventually inflation began to re-emerge. The government did not wish to draw domestic or international attention to the emerging inflation, so they took a series of steps to “cook the books” and pretend that inflation was not as high as it truly was. The government of President Cristina Kirchner replaced the head of the agency charged with developing price statistics by her own political appointee, who quickly ordered changes in statistical methods in order to produce artificially lower inflation numbers. The government also took the dramatic step of stopping independent private economic analysts within Argentina from publishing their own numbers. External estimates of the inflation rate produced outside of Argentina were typically double the official rate. While the Argentine government’s efforts may have produced lower official numbers, it did not fool many people. The World Bank noted the problems with the data in its 2011 report and The Economist magazine stopped using official Argentine statistics in its own tables and reporting. Even the Argentine unions used external estimates of inflation in their negotiations with the government! Source: Based in part on The Economist, February 25, 2012.
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OBJECTIVE



S



Define these concepts: the labor force, the labor force participation rate, and the unemployment rate.



•



Explain the difference between inflation and the price level.



•



Summarize the costs of anticipated and



•



Distinguish between cyclical, structural, and frictional unemployment.



unanticipated inflation.



•



Describe the costs of unemployment.



My Econ Lab



•



Discuss how the Consumer Price Index is calculated.



My Econ Lab helps you master each objective and study more efficiently.
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n this chapter, we look at unemployment and inflation, two key phenomena in macroeconomics. Losing a job is one of the most stressful experiences a person can suffer. For the elderly, the fear that the purchasing power of their wealth will evaporate with inflation is also a source of deep concern. We will examine how economists define unemployment and inflation and the problems in measuring them. We also will explore the various costs that unemployment and inflation impose on society. Once we have a basic understanding of what unemployment and inflation are, we will be able to investigate their causes further.



6.1



Examining Unemployment



When an economy performs poorly, it imposes costs on individuals and society. Recall from the last chapter of the key economy. issues for macroeconomics understanding fluctuations—the upsthat and one downs of the During periods ofispoor economic performance and slow economic growth, unemployment rises sharply and becomes a cause of public concern. During times of good economic performance and rapid economic growth, unemployment falls, but does not disappear. Our first task is to understand how economists and government statisticians measure unemployment and then learn to interpret what they measure.



How Is U nemployment Defined and



Measured?



Let’s begin with some definitions. The unemployed are those individuals who do not currently have a job but who are actively looking for work. The phrase actively looking is critical. Individuals who looked for work in the past but who are not looking currently are not counted as unemployed. The employed are individuals who currently have jobs. Together, the unemployed and employed comprise the labor force: labor force



=



employed



+



unemployed



The unemployment rate is the number of unemployed divided by the total labor force. This rate represents the percentage of the labor force unemployed and looking for work: unemployment rate



=



unemployed labor force



*



=



unemployment rate The percentage of the labor force that is unemployed.



100



Finally, we need to understand what is meant by the labor force participation rate, which is the labor force divided by the population 16 years of age and older. This rate represents the percentage of the population 16 years of age and older that is in the labor force: labor force participation rate



labor force The total number of workers, both the employed and the unemployed.



labor force population 16 years and older



*



100



To illustrate these concepts, suppose an economy consists of 200,000 individuals 16 years of age and older. Of all these people, 122,000 are employed and 8,000 are unemployed. This means that 130,000 (122,000 + 8,000) people are in the labor force. The labor force participation rate is 0.65, or 65 percent (130,000/200,000), and the unemployment rate is 0.0615, or 6.15 percent (8,000/130,000). FigureThe 6.1 total helpscivilian to putpopulation these measurements perspective the 2012 U.S. was economy. 16 years ofinto age and older in for March 242,604,000 individuals. We divide this population into two groups: those in the labor force (the employed plus the unemployed, totaling 154,707,000) and those outside the labor force 87,897,000. For this year, the labor force participation rate was 64 percent (154,707,000/242,604,000). As you can see, approximately two-thirds of the U.S. population participates in the labor force. Within the labor force, 142,034,000 were employed and 12,673,000 were unemployed. The unemployment rate was



labor force participation rate The percentage of the population over 16 years of age that is in the labor force.
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FIGURE 6.1



Not in the labor force 87,897,000



Unemployment Data, March 2012 Approximately 64 percent of the civilian population is in the labor force. The unemployment rate in March 2012 was 8.2 percent.



U.S. civilian population over 16 years of age 242,604,000



SOURCE: Bureau of Labor Statistics, U.S.



Department of Labor, 2012.



Employed 142,034,000



Labor force 154,707,000



Unemployed 12,673,000



8.2 (12,673,000/154,707,000). Military personnel and prisoners are excluded frompercent these measures. One of the most important trends in the last 50 years has been the increase in the participation of women in the labor force. In 1948, the labor force participation rate for women 20 years and older was 32 percent. By 1970, it had grown to 43 percent, and by 1997 it had reached 60 percent. This trend reflected remarkable changes in our economy and society as women dramatically increased their presence in the workforce. Since 1997, the figure has remained virtually constant at 60 percent. Figure 6.2 contains international data on unemployment for 2012 for developed countries. Despite the fact these countries all have modern, industrial economies, notice the sharp differences in unemployment. For example, Italy had a 9.3 percent unemployment rate, whereas Japan had an unemployment rate of 4.5 percent. These sharp differences reflect a number of factors, including how much government support is provided to unemployed workers. In countries in which support is the most generous, there is less incentive to work and unemployment will tend to be higher. ▶



FIGURE 6.2
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24



Unemployment Rates in Developed Countries



21



Among the developed countries, unemployment rates vary substantially.



18



SOURCE: The Economist , April 7, 2012.



MyEcon Lab Real-time data
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A lt e r n a t i v e M e a s ur e s o f U ne m p l o y me n t a n d W h y T h e y A re Imp o r ta nt We defined the unemployed as those people who are looking for work but who do not currently have jobs. With that in mind, let’s take a closer look at our measures of unemployment.
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It is relatively straightforward in principle to determine who is employed: Just count the people who are working. What is more difficult is to distinguish between those who are unemployed and those who are not in the labor force. How are these two groups distinguished? The BLS, which is part of the Department of Labor, interviews a large sample of households each month. The BLS asks about the employment situation of all household members 16 years of age and older. If someone in a household is not working, the interviewer asks whether the person is actively looking for work. If the answer is “yes,” he or she is classified as unemployed. If the answer is “no”—he or she is not actively looking for work—that person is classified as not being in the labor force. The BLS measure of unemployment, however, does not capture all the employment experiences individuals face. Consider the cases of three individuals who want full-time jobs but do not have them: a steelworker who stopped looking for work because he felt there were no jobs, a young woman who did not seek work because she had no transportation to the workplace, and a computer programmer who worked only part time but sought full-time employment. None of them would be counted as unemployed in the official statistics—the first two are not included in the labor force and the third is counted as employed. Because of these limitations, in 1994 the BLS began to publish alternative statistics that reflect these circumstances. Individuals who want to work and have searched for work in the prior year, but are not currently looking for work because they believe they won’t be able to find a job are called discouraged workers. Note that these individuals are not included in the official statistics because they are not currently looking for work. In addition to discouraged workers, there are individuals who would like to work and have searched for work in the recent past, but have stopped looking for work for a variety of reasons. These individuals are known as marginally attached workers. Marginally attached workers consist of two groups: discouraged workers (who left the labor force because they could not find jobs) and workers who are not looking for jobs for other reasons, including lack of transportation or childcare. Finally, there are those workers who would like to be employed full-time but hold part-time jobs. These individuals are counted as employed in the BLS statistics because they have a job. However, they would like to be working more hours. They are known as individuals working part time for economic reasons. We do not include in this category individuals who prefer part-time employment. How important are these alternative measures? Figure 6.3 puts them into perspective. In March 2012, 12.67 million individuals were officially classified as unemployed. The number of discouraged workers was .86 million. Including the discouraged workers, there were 2.35 million marginally attached workers. If we add the marginally attached individuals to those who were involuntarily working part time, the total is 10.02 million. Thus, depending on the statistic you want to emphasize, there were anywhere between 12.67 million unemployed (the official number) and 22.69 million unemployed (the official number plus all those seeking full-time employment who did not have it). If we count those 22.69 million as unemployed, the unemployment rate in 2012 would be 14.4 percent—substantially higher than the official rate of 8.2 percent. As we have seen, the official statistics for unemployment do not include the full range of individuals who would like to participate fully in the labor market.



Who Are the Unemployed? Another fact about unemployment is that different groups of people suffer more unemployment than others. Figure 6.4 contains some unemployment statistics for selected groups for March 2012. Adults have substantially lower unemployment rates than teenagers. Minorities have higher unemployment rates. African-American teenagers have extremely high unemployment rates. On average, men and women have similar unemployment rates, but the unemployment rates for married men and married women are lower than unemployment rates of women who maintain families alone.



discouraged workers Workers who left the labor force because they could not find jobs.
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FIGURE 6.3



28



Alternative Measures of Unemployment, March 2012



26



Including discouraged workers, marginally attached workers, and individuals working part time for economic reasons substantially increases measured unemployment in 2012 from 12.67 million to 22.69 million.



24 Workers employed part time for economic reasons (7.67 million)



22 20 rse 18 rk o w 16 f o s n 14 io lli M 12



SOURCE: Bureau of Labor Statistics, U.S.



Department of Labor, 2012.



Other marginally attached workers (1.49 million) Discouraged workers (.86 million)



10



Officially unemployed workers (12.67 million)



8 6 4 2 0



These differentials do vary somewhat as GDP rises and falls. Teenage and minority unemployment rates often rise very sharply during poor economic times, as was the case in the most recent recession. In better times, a reduction of unemployment for all groups typically occurs. Nonetheless, teenage and minority unemployment remains relatively high at all times. ▶



FIGURE 6.4
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Selected U.S. Unemployment Statistics, Unemployment Rates for March 2012 The incidence of unemployment differs sharply among demographic groups. SOURCE: Bureau of Labor Statistics, U.S.



Department of Labor, 2012.
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DECLINING LABOR FORCE PARTICIPATION APPLYING THE CONCEPTS #1: What factors account for the decline in the labor force participation rate in the last decade?



Since reaching a peak of 67.3 percent in 1999, the labor force participation rate has fallen to 64.0 percent by end of 2011. What can account for this decline? Two factors have been prominently discussed by economists. The past decade experienced two recessions and low economic growth by historical standards. Perhaps a large number of individuals just decided that job prospects were too poor and left the labor force during this decade. An alternative explanation focuses on the baby boomers—the generation born after 1946. As this large generation ages, a significant number of the baby boomers will naturally retire and leave the labor force. A recent study by the Federal Bank of Chicago suggested both factors were operative. Based on some statistical models, they estimated that about one-half of the decline in labor force participation was due to a longer run trend of increased retirements from the baby boomers. The rest could be explained by other factors, including sluggish economic growth. Of course, sluggish growth might prompt even more baby boomers to retire, so these factors might not be fully independent. Related to Exercise 1.8.



SOURCE: “Explaining the decline in the U.S. labor force participation rate,” Chicago Fed Letter, Number 296, March 2012.



Many economic time series, including employment and unemployment, are substantially influenced by seasonal factors. These are recurring calendar-related effects by, for example, the weather,due holidays, the opening and closing of schools,caused and related factors. Unemployment to recurring calendar effects is called seasonal unemployment. Examples of seasonal unemployment include higher rates of unemployment for farm workers and construction workers in the winter and higher unemployment rates for teenagers in the early summer as they look for summer jobs. The BLS uses statistical procedures to remove these seasonal factors—that is, it seasonally adjusts the statistics—so that users of the data can more accurately interpret underlying trends in the economy. The seasonally adjusted unemployment rates control for these predictable patterns, so those patterns aren’t reflected in the overall unemployment numbers.



6.2



Categories of Unemployment



To better understand the labor market, economists have found it very useful to break unemployment into a variety of categories. As we shall see, it is valuable to distinguish among the several different types of unemployment.



T y p e s o f U n e m p l o y m e n t : C y c l i c a l , F ri c t i o n a l , a n d Structural After seasonally adjusting the unemployment statistics, we can divide unemployment into three other basic types: cyclical, frictional, and structural. By studying each type separately, we can gain insight into some of the causes of each type of unemployment.



seasonal unemployment The component of unemployment attributed to seasonal factors.
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cyclical unemployment Unemployment that occurs during fluctuations in real GDP.



frictional unemployment Unemployment that occurs with the normal workings of the economy, such as workers taking time to search for suitable jobs and firms taking time to search for qualified employees.



structural unemployment Unemployment that occurs when there is a mismatch of skills and jobs.



The unemployment rate is closely tied to the overall fortunes of the economy. Unemployment rises sharply during periods when real GDP falls and decreases when real GDP grows rapidly. During periods of falling GDP, firms will not want to employ as many workers as they do in good times because they are not producing as many goods and services. Firms will lay off or fire some current workers and will be more reluctant to add new workers to their payrolls. The result will be fewer workers with jobs and rising unemployment. Economists call the unemployment that occurs during fluctuations in real GDP cyclical unemployment . Cyclical unemployment rises during periods when real GDP falls or grows at a slower-than-normal rate and decreases when the economy improves. However, unemployment still exists even when the economy is growing. For example, the unemployment rate in the United States has not fallen below 3.9 percent of the labor force since 1970. Unemployment that is not associated with economic fluctuations is either frictional unemployment or structural unemployment. Frictional unemploymentis the unemployment that occurs naturally during the normal workings of an economy. It occurs because it simply takes time for people to find the right jobs and for employers to find the right people to hire. This happen s when people change jobs, move across the country, get laid off from their current jobs and search for new opportunities, or take their time after they enter the labor force to find an appropriate job. Suppose that when you graduate from college, you take six months to find a job you like. During the six months in which you are looking for a good job, you are among those unemployed who make up frictional unemployment. Searching for a job, however, makes good sense. It would not be wise to take the first job you were offered if it had low wages, poor benefits, and no future. Likewise, employers are wise to interview multiple applicants for jobs to find the best employees, even if it takes some time. Could we eliminate unemployment by posting all job vacancies on the Internet along with the résumés of job seekers and automatically match them up with one another? It’s possible that such an automated system could shorten the duration of frictional unemployment, but it wouldn’t eliminate it entirely. Some workers, for example, would prefer to continue searching for jobs in their own area rather than moving across the country to take the jobs they had been automatically matched with. Firms would also still want to scrutinize employees very carefully, because hiring and training a worker is costly. Structural unemployment occurs when the economy evolves. It occurs when different sectors give way to other sectors or certain jobs are eliminated while new types of jobs are created. For example, when the vinyl record industry gave way to the CD music industry in the 1980s, some workers found themselves structurally unemployed, which meant they had to take the time to train themselves for jobs in different industries. Structural unemployment is more of a “permanent condition” than frictional unemployment. The line between frictional unemployment and structural unemployment is sometimes hard to draw. Suppose a highly skilled software engineer is laid off because his company shuts down its headquarters in his area and moves his job overseas. The worker would like to find a comparable job, but only lower-wage work is available in his immediate geographic location. Jobs are available, but not his kind of job, and this high-tech company will never return to the area. Is this person’s unemployment frictional or structural? There really is no correct answer. You might think of the software engineer as experiencing either frictional or structural unemployment. For all practical purposes, however, it does not matter which it is. The former software engineer is still unemployed.



natural rate of unemployment The level of unemployment at which there is no cyclical unemployment. It consists of only frictional and structural unemployment.



T h e N a t u ra l Ra t e o f U n e mp lo y m e nt Total unemployment in an economy is composed of all three types of unemployment: cyclical, frictional, and structural. The level of unemployment at which there is no cyclical unemployment is called thenatural rate of unemployment. The natural rate of
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unemployment consists of only frictional unemployment and structural unemployment. The natural rate of unemployment is the economist’s notion of what the rate of unemployment should be when there isfull employment. It may seem strange to think that workers can be unemployed when the economy is at full employment. However, the economy actually needs some frictional unemployment to operate efficiently: Frictional unemployment exists so that workers and firms find the right employment matches. An economy that lacks frictional unemployment will become stagnant. In the United States today, economists estimate that the natural rate of unemployment is between 5.0 and 6.5 percent. The natur al rate of unemployment varies over time and differs across countries. In Europe, for example, estimates of the natural rate of unemployment place it between 7 and 10 percent. In a later chapter, we explore why the natural rate of unemployment is higher in Europe than in the United States and why the natural rate of unemployment can vary over time in the same country.



full employment The level of unemployment that occurs when the unemployment rate is at the natural rate.



The actual unemployment rate can be higher or lower than the natural rate of unemployment. During a period in which the real GDP fails to grow at its normal rate, there will be positive cyclical unemployment, and actual unemployment can far exceed the natural rate of unemployment. For example, in the United States in 2012 unemployment was over 8 percent of the labor force. As we pointed out in the previous chapter, a more extreme example occurred in 1933 during the Great Depression, when the unemployment rate reached 25 percent. When the economy grows very rapidly for a long period, actual unemployment can fall below the natural rate of unemployment. With sustained rapid economic growth, employers will be aggressive in hiring workers. During the late 1960s, unemployment rates fell below 4 percent, and the natural rate of unemployment was estimated to be over 5 percent. In this case, cyclical unemployment was negative. Unemployment also fell to 4 percent in 2000. In this case, many economists believed that the natural rate of unemployment had fallen to close to 5 percent, so that cyclical unemployment in that year was negative. Just as a car will overheat if the engine is overworked, so will the economy overheat if economic growth is too rapid. At low unemployment rates, firms will find it difficult
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MORE DISABILITY, LESS UNEMPLOYMENT? APPLYING THE CONCEPTS #2: Does more liberal disability insurance decrease measured unemployment?



The federal Disability Insurance program provides income to nonelderly workers who are deemed unable to engage in substantial employment. It also provides health care to these individuals. After 1984, the guidelines were changed to make it easier for individuals to enter the program. From 1984 to 2001, the number of nonelderly adults receiving payments from this program rose by 60 percent to 5.3 million. Economists David Autor and Mark Duggan studied the impact of this program on labor force participation. They found that the changes in the rules administering the program, the increased generosity of the benefits of the program for low-skilled workers, and the increase in the value of health-care services all contributed to an increase in participation in this program. They estimated that the combination of these factors led to a decrease in the labor force participation for high school dropouts and other low-skilled workers. Since these workers, a portion of whom would have been unemployed, were no longer in the labor force, the economists estimated that the effect of the Disability Insurance program was to lower the measured unemployment rate by 0.5 percent, a very large effect. Related to Exercises 1.4 and 1.9. SOURCE: Based on David H. Autor and Mark G. Duggan, “The Rise in Disability Ro lls and the Decline in Unemployment,” Quarterly Journal of Economics (February 2003): 157–206.
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to recruit workers, and competition among firms will lead to increases in wages. As wages increase, increases in prices soon follow. The sign of this overheating will be a general rise in prices for the entire economy, which we commonly call inflation. As we discuss in later chapters, when the actual unemployment rate falls below the natural rate of unemployment, inflation will increase.



6.3



The Costs of Unemployment



When there is excess unemployment—actual unemployment above the natural rate of unemployment—both society and individuals suffer economic loss. From a social point of view, excess unemployment means that the economy is no longer producing at its potential. The resulting loss of output can be very large. For example, in 1983,



unemployment insurance Payments unemployed people receive from the government.



when thefrom unemployment ratenear averaged 9.6 percent, of the shortfall of GDP potential were 6 percent. Simply typical put, thisestimates meant that society was wasting 6 percent of the total resources at its disposal. To families with fixed obligations such as mortgage payments, the loss in income can bring immediate hardships. Unemployment insurance, payments received from the government upon becoming unemployed, can cushion the blow to some degree, but unemployment insurance is typically only temporary and does not replace a worker’s full earnings. The effects of unemployment can also linger into the future. Workers who suffer from a prolonged period of unemployment are likely to lose some of their skills. For example, an unemployed stockbroker might be unaware of the latest developments and trends in financial markets. This lack of knowledge will make it more difficult for that person to find a job in the future. Economists who have studied the high rates of unemployment among young people in Europe point to the loss of both skills and good work habits (such as coming to work on time) as key factors leading to long-term unemployment. The costs of unemployment are not simply financial. In our society, a person’s status and position are largely associated with the type of job the person holds. Losing a job can impose severe psychological costs. Some studies have found, for example, that increased crime, divorce, and suicide rates are associated with increased unemployment. Not all unemployment lasts a long period of time for individuals. Some unemployment is very short term. Table 6.1 shows the percent of unemployed by the duration or length of unemployment. In March 2012, approximately 20.6 percent of unemployed workers had been out of work less than 5 weeks. At the other end, 42.5 percent were unemployed 27 weeks or longer. During better economic times with lower overall unemployment, the percentage of short-term spells of unemployment increases and percentage of long-term spells decrease. In the United States, unemployment is a mixture of both short- and long-term unemployment. TABLE 6.1 The Duration of Unemployment, March 2012 Weeks of Unemployment



Percent of the Unemployed



Fewer than 5 weeks 5 to 14 weeks 15 to 26 weeks 27 weeks or longer SOURCE:



20.6 22.0 14.9 42.5



Bureau of Labor Statistics, U.S. Department of Labor, 2012.



Although unemployment insurance can temporarily offset some of the financial costs of job loss, the presence of unemployment insurance also tends to increase the length of time that unemployed workers remain unemployed. The extra financial
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SOCIAL NORMS, UNEMPLOYMENT, AND PERCEIVED HAPPINESS APPLYING THE CONCEPTS #3: Are you less upset about being unemployed if unemployment is common in your peer group?



We know that individuals do not like to become unemployed. But how do feelings about becoming unemployed depend on the experiences of those around one? Economist Andrew E. Clark carefully examined the perceptions and the behavior of the unemployed in Great Britain over a seven-year period. He looked at the responses to survey questions by those individuals who became unemployed and constructed an index of their general happiness or well-being. He found, as expected, that people’s perceived well-being declined as they became unemployed, and also that employed people become less happy if others around them became unemployed. But his interesting and somewhat surprising finding was that, for men, becoming unemployed caused less of a decrease in perceived well-being if those in their peer group—family, household, or region—were also unemployed. In other words, misery loved company. It was better (or less worse) to be unemployed if others in their peer group were also unemployed. Why did this matter? Clark also found that the more unhappy an individual was, the more aggressive he or she would be to try to find a new job. So, if your peer group is also unemployed, you may not be as aggressive in searching for work. Unemployment, therefore, may last longer for individuals in these circumstances. Related to Exercise 3.5. SOURCE: Based on An drew E. Clark, “Unemployment as a Social Norm: Psychological Evidence from Panel Data,”Journal of Labor Economics 21, no. 2 (2003): 323–351.



cushion that unemployment insurance provides allows workers to remain unemployed a bit longer before obtaining another job. In other words, unemployment insurance actually leads to additional time spent unemployed.



6.4



The Consumer Price Index and the Cost of



Living



Suppose you were reading a book written in 1964 in which the main character received a starting salary of $5,000. Was that a high or low salary back then? To answer that, we need to know what $5,000 could purchase. Or, to put it another way, we need to know the value of the dollar—what a dollar would actually buy—in 1964. Only then could we begin to know whether this was a high or low salary. Or take another example. In 1976, a new starting professor in economics received a salary of $15,000. In 2010, at the same university, a new starting professor received $90,000. Prices, of course, had risen in these 30 years along with salaries. Which starting professor had the better deal? These examples are illustrations of one of our five principles of economics, the real-nominal principle.



REAL-NOMINAL



PRINCIPLE



What matters to people is the real value of money or income—its purchasing power—not the face value of money or income.
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Consumer Price Index A price index that measures the cost of a fixed basket of goods chosen to represent the consumption pattern of a typical consumer.



Economists have developed a number of different measures to track the cost of living over time. The best known of these measures is the Consumer Price Index (CPI). The CPI is widely used to measure changes in the prices consumers face. It measures changes in prices of a fixed basket of goods—a collection of items chosen to represent the purchasing pattern of a typical consumer. We first find out how much this basket of goods costs in a given year. This is called the base year (it serves a similar purpose as the base year we designated for the GDP deflator). We then ask how much it costs in other years and measure changes in the cost of living relative to this base year. The CPI index for a given year, say year K, is defined as CPI in year K



=



cost of basket in year K cost of basket in base year



*



100



Suppose a basket of goods costs $200 in 1992, which we’ll define as the base year. In 2004, the same basket of goods is $250. First, the value for the CPI in 1992 (the base year) is 200 CPI in 1992 * 100 100 200 =



=



That is, the CPI for 1992 is 100. Note that the base year for the CPI will always equal 100. Now let’s calculate the value of the CPI for 2004: CPI in 2004



=



250 200



*



100



=



125



The CPI in 2004 is 125. The CPI rose from 100 in 1992 to 125 in 2004 in this example, a 25 percent increase in average prices over this 12-year period. Here is how you would use this information. Suppose you had $300 in 1992. How much money would you need to be able to have the same standard of living in 2004? Find the answer by multiplying the $300 by the ratio of the CPI in 2004 to the CPI in1992: + 300



*



125 100



=



375



You need $375 in 2004 just to maintain what was your standard of living in 1992. This is the type of calculation that economists do to evaluate changes in living standards over time. How do we actually calculate the CPI in practice? Each month, the BLS sends its employees out to sample prices for over 90,000 specific items around the entire country. This is how they construct their representative basket of goods. Figure 6.5 shows the broad categories the BLS uses in the CPI and the importance of each category in household budgets. Rent and food and beverages account for 44 percent of total spending by households.



T h e C P I v e rs u s t he C ha in I nd e x fo r G D P In the last chapter, we discussed measuring nominal GDP and real GDP. We also mentioned that since 1996 the Commerce Department has used a chain-weighted index (replacing the GDP deflator) to measure changes in prices for goods and services included in GDP. The chain-weighted index for GDP and the CPI are both measures of average prices for the economy, yet they differ in several ways. First, the CPI measures the costs of a typical basket of goods for consumers. It includes goods produced in prior years (such as older cars) as well as imported goods. The chain-weighted price index for GDP does not measure price changes from either used goods or imports. The reason is that it is based on the calculation of GDP, which, as we’ve seen, measures only goods and services produced in the United States in the current year.
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Other services 7% Medical 5%



Food and beverages 18%



Transportation 7% Apparel 6% Household services 9% Nondurables 11%



Rent 26% ▲



Durables 11%



FIGURE 6.5



Components of the Consumer Price Index (CPI) Rent and food and beverages make up 44 percent of the CPI basket. The remainder consists of other goods and services. SOURCE: Bureau of Labor Statistics, U.S. Department of Labor, 2006.



Second, unlike the chain-weighted price index for GDP, the CPI asks how much a fixed basket of goods costs in the current year compared to the cost of those same goods in a base year. Because consumers tend to buy less of goods whose prices rise, the CPI will tend to overstate true changes in the cost of living. For example, if the price of steak rises, consumers may switch to chicken and spend less on steak. But if the current basket of goods and services in the CPI includes steak, the CPI thinks the amount of higher-priced steak in the basket is the same as the amount of steak before its price increase. It does not allow the amount of steak in the index to decrease. Another measurement problem occurs when new products are introduced into the marketplace, again because the CPI measures a fixed basket of goods. The BLS will eventually adjust its “basket” to account for successful new products, but it takes some time.



Problems in Measuring Changes



in Prices



Most economists believe that in reality all the indexes, including the chain-weighted index for GDP and the CPI, overstate actual changes in prices. In other words, the increase in prices is probably less than the reported indexes tell us. The principal reason for this overstatement is that we have a difficult time measuring quality improvements. Suppose the new computers sold to consumers become more powerful and more efficient each year. Suppose further that the dollar price of a new computer remains the same each year. Even though the price remains the same, the computers in later years are of much higher quality. If we looked simply at the price and did not take into account the change in quality, we would say there was no price change for computers. But in later years we are getting more computer power for the same price. If we failed to take the quality change into account, we would not see that the price of computer power has fallen. Government statisticians do try to adjust for quality when they can. But quality changes are so common in our economy and products evolve so rapidly that it is impossible to keep up with all that is occurring. As a result, most economists believe we overestimate the inflation rate by between 0.5 and 1.5 percent each year. This overstatement has important consequences. Some government programs, such as Social Security, automatically increase payments when the CPI goes up. Some union contracts also have cost-of-living adjustments (COLAs), automatic wage changes cost-of-living adjustments (COLAs) based on the CPI. If the CPI overstates increases in the cost of living, the government Automatic increases in wages or other payments that are tied to the CPI. and employers might be overpaying Social Security recipients and workers for changes in the cost of living.
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CHAPTER 6 • UNEMPLOYMENT AND INFLATION



ap pl ica



tio



n4



THE INTRODUCTION OF CELL PHONES AND THE BIAS IN THE CPI APPLYING THE CONCEPTS #4: How large is the bias in the CPI due to not immediately incorporating new goods?



Today, it is hard to imagine a world without cell phones. Every college student and most high school students carry them everywhere. But cell phones were not introduced to the public until 1983, and it took 15 years, until 1998, before the Bureau of Labor Statistics included them in calculating the CPI! Economist Jerry Hausman of MIT estimated the bias in the CPI caused by the failure to include cell phones in a timely manner. He calculated that because of this delay, the telecommunication component of the price index was biased upwards by between 0.8 and 1.9 percent per year. In other words, instead of rising by 1.1 percent per year, telecommunication prices should have been falling by 0.8 percent per year. This is a significant bias. But cell phones are not the only examples of the slow introduction of goods into the CPI. The BLS also took 15 years to recognize room air conditioners in the CPI. Since new products are constantly invented and introduced, the bias in the CPI can be large. Related to Exercise 4.9. SOURCE: Based on Jerry Hausman, “Cellular Telephone, New Products, and the CPI,” Journal of Business & Economic Statistics 17, no. 2 (1999): 186–194.



6.5



inflation rate The percentage rate of change in the price level.



Inflation



We have now lookedreal at two indexes: the Index. chain-weighted price index used for calculating GDPdifferent and theprice Consumer Price Using either price index, we can calculate the percentage rate of change of the index. The percentage rate of change of a price index is the inflation rate: inflation rate



=



percentage rate of change of a price index



Here is an example. Suppose a price index in a country was 200 in 1998 and 210 in 1999. Then the inflation rate between 1998 and 1999 was inflation rate



=



210 - 200 200



=



0.05



=



5%



In other words, the country experienced a 5 percent inflation rate. It is important to distinguish between the price level and the inflation rate. In everyday language, people sometimes confuse the level of prices with inflation. You might hear someone say inflation is high in San Francisco because rents for apartments are high, but this is not a correct use of the term inflation. Inflation refers not to the level of prices, whether they are high or low, but to their percentage change. If rents were high in San Francisco but remained constant over two years, there would be no inflation in rents there during that time.



Historical U.S.



Inflation Rates



To gain some historical perspective, Figure 6.6 plots a price index for GDP from 1875 to 2009 for the United States. As you can see from the figure, from 1875 to the period just before World War I, there was virtually no change in the price level. The price
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level rose during World War I, fell after the war ended, and also fell sharply during the early 1930s. However, the most pronounced feature of the figure is the sustained rise in prices beginning around the 1940s. Unlike the earlier periods, in which the price level did not have a trend, after 1940 the price level increased sharply. By 2010, the price level had increased by a factor of 14 over its value in 1940. Table 6.2 contains the prices of a few selected goods from the 1940s and in 2010. Wouldn’t you like to buy a postage stamp today for $0.03? ◀



200



FIGURE 6.6



Price Index for U.S. GDP, 1875–2012 160



2012
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after World War II. The price of a postage stamp in 1940 and 2012 illustrates the change in the overall price level that occurred. SOURCES: R. J. Gordon, Macroeconomics



(New York: Harper Collins, 1993) and U.S. Department of Commerce, 2010.
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After remaining relatively flat for 60 years, the price level began to steadily increase
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TABLE 6.2 Prices of Selected Goods, 1940s and 2012 Item



Gallon of gasoline Loaf of bread Gallon of milk Postage stamp House Car Haircut in New York City Movie tickets in New York City Men’s tweed sports jacket in New York City Snake tattoo on arm SOURCES: Scott



Derks, The research and estimates.



1940s Price



2012 Price



$0.18 0.08 0.34 0.03 6,550 800 0.50 0.25 15 0.25



$3.65 3.59 3.49 0.45 350,000 22,000 50 12.00 189 80.00



Value of a Dollar 1860–1989(Farmington



Hills, MI: Gale Group, 1993) and author’s



Taking a closer look at the period following World War II, Figure 6.7 plots the inflation rate, the percentage change in the price index, from 1950 to 2009. In the 1950s and 1960s, the inflation rate was frequently less than 2 percent a year. The inflation rate was a lot higher in the 1970s, reaching nearly 10 percent per year. In those years, the economy suffered from several increases in the world price of oil. In recent years, the inflation rate has subsided and has been between 2 and 3 percent.



T h e P e r i l s o f D e f la t io n Prices rarely fall today, but they have actually fallen at times in wor ld history. You might think it would be great if prices fell and we had what economists term da eflation. It may surprise you, however, that we think you should hope deflation never occurs.



deflation Negative inflation or falling prices of goods and services.
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FIGURE 6.7



U.S. Inflation Rate, 1950–2011, Based on Chain-Weighted Price Index Inflation reached its highest peaks in the postwar era during the decade of the 1970s when the economy was hit with several increases in oil prices. In recent years, the inflation rate has been relatively low.
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SOURCE: U.S. Department of Commerce, 2012.
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During the Great Depression, the United States underwent a severe deflation. Prices fell 33 percent on average, and wages fell along with prices. The biggest problem caused by a deflation is that people cannot repay their debts. Imagine you owe $40,000 for your education and expect to be able to pay it off over several years if you earn $27,000 a year. If a massive deflation caused your wages to fall to $18,000, you might not be able to pay your $40,000 debt, which does not fall with deflation. You would be forced to default on your loan, as millions of people did during the Great Depression. In the 1990s, Japan experienced a deflation, although much milder than the Great Depression in the United States—only about 1 percent per year. Nonetheless, banks in Japan faced rocky economic times as borrowers, including large corporations, defaulted on their loans. With its banks in difficult shape, Japan’s economy has suffered. Its experience in the 1990s mirrored the experience of other countries throughout the world in the 1930s during the period of deflation.



6.6 anticipated inflation Inflation that is expected. unanticipated inflation Inflation that is not expected.



The Costs of Inflation



Economists typically separate the costs of inflation into two categories. One includes costs associated with fully expected or anticipated inflation . The other includes the costs associated with unexpected or unanticipated inflation. Although inflation causes both types of costs, it is convenient to discuss each case separately.



A nt i c i p a t e d In fl a t i o n



menu costs The costs associated with changing prices and printing new price lists when there is inflation.



shoe-leather costs Costs of inflation that arise from trying to reduce holdings of cash.



Let’s consider the costs of anticipated inflation first. Suppose the economy had been experiencing 5 percent annual inflation for many years and everyone was fully adjusted to it. Even in this case, inflation still has some costs. First, there are the actual physical costs of changing prices, which economists call menu costs . Restaurant owners, catalog producers, and any other business that must post prices will have to incur costs to physically change their prices because of inflation. For example, they will need to pay to reprint their menus or billboards. Economists believe these costs are relatively small for the economy. Second, inflation will erode the value of the cash people hold. They will respond by holding less cash at any one time. If they hold less cash, they must visit the bank or their ATM more frequently because they will run out of cash sooner. Economists use the term shoe-leather costs to refer to the additional costs people incur to hold less cash. Economists who have estimated these costs find that they can be large, as much as 1 percent of GDP.
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In practice, our tax and financial systems do not fully adjust even to anticipated inflation. It is difficult for the government and businesses to change their normal rules of operation every time inflation changes. As an example, consider the tax system. Our tax system is typically based on nominal income, not real income. Suppose you own a stock in a corporation and its value increases by 5 percent during the year. If the inflation rate is also 5 percent a year, your stock did not increase in real terms—it just kept up with inflation. Nonetheless, if you sold your stock at the end of the year, you would be taxed on the full 5 percent gain, despite the fact that the real value of your stock did not increase. Inflation distorts the operation of our tax and financial system.



Unanticipated



Inflation



What if inflation is unexpected? The cost of unexpected inflation is arbitrary redistributions of income. Suppose you expected the inflation rate would be 5 percent and you negotiated a salary based on that expectation. On the one hand, if you miscalculate and the inflation rate turns out to be higher, the purchasing power of your wages will be less than you anticipated. Your employer will have gained at your expense. On the other hand, if the inflation rate turned out to be less than 5 percent, the purchasing power of your wage would be higher than you had anticipated. In this case, you would gain at the expense of the company. As long as the inflation rate differs from what is expected, there will be winners and losers. These redistributions eventually impose real costs on the economy. Consider an analogy. Suppose you live in a very safe neighborhood where no one locks the doors. If a rash of burglaries (transfers between you and crooks) starts to occur, people will invest in locks, alarms, and more police. You and your community will incur real costs to prevent these arbitrary redistributions. The same is true for unanticipated inflation. If a society experiences unanticipated inflation, individuals and institutions will change their behavior. For example, potential homeowners will not be able to borrow from banks at fixed rates of interest, but will be required to accept loans whose rates can be adjusted as inflation rates change. Banks do not want to lend money at a fixed interest rate if there is a strong likelihood that ni flation will erode the real value of the income stream they expected. However, if banks become reluctant to make loans with fixed interest rates, this imposes more risk on homeowners. What about the loans made prior to the unanticipated inflation? In this case, debtors will gain at the expense of creditors. Creditors, on the one hand, will lose because inflation will erode the amount of money they planned to earn on the loans. But since the loans have already been made, there’s nothing they can do about it. Debtors, on the other hand, will get a deal. It will be easier for them to repay their loans with inflated dollars. If unanticipated inflation becomes extreme, individuals will spend more of their time trying to profit from inflation rather than working at productive jobs. As inflation became more volatile in the late 1970s in the United States, many people devoted their time to speculation in real estate and commodity markets to try to beat inflation, and the economy became less efficient. Latin American countries that have experienced high and variable inflation rates know all too well these costs from inflation. Indeed, when inflation rates exceed 50 percent per month, we have what is called hyperinflation . hyperinflation Think about what an inflation rate of 50 percent a month means: If a can of soda costs An inflation rate exceeding 50 percent $1.25 at the beginning of the year, it would cost $162.00 at the end of year! In a later per month. chapter, we’ll study the causes of hyperinflation, but you can readily see that inflation of this magnitude would seriously disrupt normal commerce. Even in less extreme cases, the costs of inflation are compounded as inflation rises. At high inflation rates, these costs grow rapidly, and at some point policy-makers are forced to take actions to reduce inflation. As we mentioned earlier, when unemployment falls below the natural rate, inflation increases. Similarly, in later chapters we’ll see that stopping inflation may require unemployment to exceed its natural rate and even plung e an economy into a recession. Although unemploymentand recessions are quite costly to society, they sometimes become necessary in the face of high inflation.
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 SUMMARY In this chapter, we continued opportunities. Cyclical unemployment occurs with the our introduction to the basic fluctuations in economic activity. concepts of macroeconomics 3 Unemployment rates vary across demographic groups. and explored the nature of Alternative measures of unemployment take into account both unemployment and individuals who would like to work full time, but who are no inflation. We also looked at longer in the labor force or are holding part-time jobs. the complex issues involved 4 Economists measure changes in the cost of living through in measuring unemployment the Consumer Price Index (CPI), which is based on the cost of and inflation as well as the costs of both to society. Here are the key purchasing a standard basket of goods and services. The CPI is points to remember: used to measure changes in average prices over different periods 1 The unemployed are individuals who do not have jobs but who of time. The CPI index for a given year, say yearK, is defined as are actively seeking employment. The labor force comprises cost of basket in year K both the employed and the unemployed. The unemployment CPI in year K * 100 cost of basket in base year rate is the percentage of the labor force that is unemployed: =



unemployment rate



=



unemployed labor force



*



5 We measure inflation as the percentage change in the price level.



100



2 Economists distinguish among different types of unemployment. Seasonal patterns of economic activity lead to seas onal unem ploymen t. There are three other types of unemployment. Frictional unemployment occurs through the normal dynamics of the economy as workers change jobs and industries expand and contract. Structural unemployment arises because of a mismatch of workers’ skills with job



6 Economists believe that most price indexes, including the CPI and the chain-weighted index for GDP, overstate true inflation because they fail to capture quality improvements in goods and services. 7 Unemployment imposes both financial and psychological costs on workers. 8 Both anticipated and unanticipated inflation impose costs on society.
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All problems are assignable in



MyEconLab; exercises that update with real-time data are marked with



Examining Unemployment



1.3



Which of the following is not included in the labor force? a. People who are employed. b. People who do not have a job, but who are actively searching for one. c. People who do not have jobs and do not want one. d. The entire population is included in the labor force. Individuals who are working part time for economic reasons and would like to work full time are counted as unemployed in the traditional unemployment statistics. (True/False)



1.4



1.5



.



The labor force participation rate shows the percentage of the a. labor force that has a job. b. labor force that is unemployed. c. relevant population that is employed. d. relevant population that is in the labor force. What would happen to the measured unemployment rate if unemployed individuals left the labor force to enter a disability program? (Related to Application 2 on page 127.) Ne w Go ve rn me nt Em pl oy me nt an d Tr ue Unemployment. Suppose the U.S. government hires



 1.6



1.7



1.8



1.9



1.10



1.11



1.12



workers who are currently unemployed but does not give them any work to do. What will happen to the measured U.S. unemployment rate? Under these circumstances, do changes in the measured U.S. unemployment rate accurately reflect changes in the underlying economic situation and production? Part-Time Work. Paul and Karen are married. Karen works as a stockbroker while Paul works part time to take care of their kids at home. He is happy with this arrangement. Is Paul unemployed? Would he be counted as working part time for economic reasons? Calculating Data for the U.S. Economy. Here are some data for the U.S. economy in January 2010: 236.8 million individuals 16 years of age and older 138.3 million employed 14.8 million unemployed Calculate the labor force, the labor force participation rate, and the unemployment rate for the U.S. economy. Baby Boomers and Labor Force Participation. Robert is 62 and lost his job in an engineering firm. Pamela is 53 and also lost her job. What options do you think Robert has that Pamela does not? How might this affect labor force participation rates? (Related to Application 1 on page 125.) Disability and Low-Skilled Workers. Disability payments replace a higher fraction of the wages of low-wage workers than of high-wage workers. Overall, average disability payments rise with the average wage. Suppose wages of low-skilled workers fell sharply relative to high-wage workers. How would this affect the incentives to enter disability for low-wage workers? (Related to Application 2 on page 127.) Unemployment Rates in June. Raw, unadjusted data show virtually every year that the number of unemployed rise in June. Why? Would this show up in seasonally adjusted data? Al te rn at iv e Un em pl oy me nt Me as ur es . An economy has 100,000,000 people employed, 8,000,000 unemployed, and 4,000,000 marginally attached workers. What is the conventional measure of the unemployment rate? What would be the best alternative measure that takes into account marginally attached workers? Discouraged Workers in Japan and the United States. Japan was concerned about a group of workers called “NEETs,” which meant “not in education, employment, or training.” In the United States, we



2.2



2.3



2.4



2.5



2.6



2.7



2.8



2.1



3.1



3.2



3.3



Categories of Unemployment



The three key types of unemployment are cyclical, structural, and .



terms of frictional unemployment? Why or why not? Rising Oil Prices and Frictional Unemployment. Explain how rising oil prices, which benefit some industries more than others, can affect frictional unemployment.



6.3



also have young,discouraged discouragedworkers workers. the types of young, youDiscuss would most likely find in the United States.



6.2



The natural rate of unemployment consists solely of and unemployment. When the economy is at full employment, there is only cyclical unemployment. (True/ False) When iPods and MP3 players came on to the scene, replacing CDs, what type or types of unemployment were created? a. Structural and frictional b. Structural and cyclical c. Frictional and cyclical d. Discouraged and cyclical Understanding Unemployment Differences across Countries. A student looking at Figure 6.2 on page 122 argues that Spain must have very high cyclical unemployment compared to Japan because the Spanish unemployment rate is so high. Explain why the student could be right or could be wrong. Apartment Vacancies and Unemployment. In a major city, the vacancy rate for apartments was approximately 5 percent, yet substantial numbers of individuals were searching for new apartments. Explain why this occurs. Relate this phenomenon to unemployment. Unemployment Rates in Large African Cities. In many African countries, the government and international corporations pay high wages for jobs in the major cities, and many people migrate to the cities from farms where earnings are low. Unemployment rates in the city, therefore, are large. Can this be explained in



3.4



The Costs of Unemployment



Virtually all unemployment has a duration of less than five weeks. (True/False) Most sta tes do not replace the ent ire wag es of individuals on unemployment insurance; instead, they replace about percent. The effects of unemployment today may carry over into the future because a. discouraged workers are not measured in the unemployment rate. b. those that experience prolonged unemployment lose job skills that are difficult to recover. c. a person must be actively seeking work to be counted as unemployed. d. None of the above In 2012, over 40 percent of the unemployed had been unemployed weeks or more.
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 3.5



3.6



3.7



Understanding Peer Effects of Unemployment. You might think it would be worse if other people are unemployed at the same time as you were because it would be harder to find a job. But the psychological evidence shows the opposite. Give a few reasons why unemployment may seem less painful to individuals if their peers are also unemployed. (Related to Application 3 on page 129.) Long-Term Effects of Unemployment. Why might you expect individuals who were unemployed in their 20s to have lower wages at the age of 40 than individuals with identical educational backgrounds but who were not unemployed? Recessions and the Duration of Unemployment. During a recession, what do you think happens to the fraction of workers with spells of unemployment less than five weeks? Can you find data to support your theory?
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6.5 5.1



5.2



5.3



5.4



5.5



The Consumer Price Index and the Cost of Living



The value of a price index in the base year is equal to . Economists believe that the CPI tends to overestimate the increase in the cost of living over time. . (True/False) Unlike the CPI, the chain-weighted price index for GDP does not include used goods or goods. The single largest component of the basket of goods that comprises the CPI is the category for . Which Professor Is Better Off? The starting salary for a new assistant economics professor was $15,000 in 1976 and $90,000 in 2010. The value of the CPI for 2010 was 216.3, compared to 56.9 in 1976. In which year did a newly hired professor earn more in real terms? What Are Comparable Real Salaries? A job paid $53,000 in 2002. The CPI in 1960 was 29.6, compared to 179.9 in 2002. In 1960, what salary would be comparable to 2002’s $53,000 in real terms? High Prices and Inflation. Critically evaluate the following statement: “Tokyo is an expensive place to live. There must be a high inflation rate in Japan.” What Does It Cost? The Bureau of Labor Statistics now makes price data available on its Web site at http://data.bls.gov/PDQ/outside.jsp?survey=ap . Use this search engine to see how the price of spaghetti and macaroni has increased. New Go od s and the CP I Bias . Many “cell phones” today are more than cell phones—they are mini-computers on which you check your e-mail and surf the Web. Suppose the BLS treated them as oldfashioned cell phones. How would this cause a bias in the CPI? (Related to Application 4 on page 132.)



5.6



If a price index is 50 in 1998 and 60 in 1999, the rate of inflation between the two years is . Inflation in the United States was higher from 1990 to 2009 than it was from 1970 to 1980. (True/False) Which of the following countries experienced a deflation in the 1990s? a. United States b. Japan c. Canada If the price of gasoline in 1940 was $0.18 a gallon and $3.00 a gallon in 2009, the percentage rate of change for gasoline over this period was percent. Calculating an Inflation Rate. A country reports a price index of 55 in 2005 and 60 in 2006. What is the inflation rate between 2005 and 2006? Price Indexes for the Elderly. Use the Web to find articles that discuss price indexes that are most appropriate for elderly Americans. Why might the inflation rate for the elderly differ from the nonelderly? How would a finding that the elderly face a different inflation rate affect the debates on Social Security?



6.6 6.1 6.2



6.3



6.4



6.5



6.6



6.7



Inflation



The Costs of Inflation



Inflation that is not expected is known as inflation. Shoe-leather costs typically increase with rate of inflation. (True/False) Creditors gain from unanticipated inflation. (True/False) Hyperinflation occurs when the inflation rate exceeds percent per month. Online Shopping and Menu Costs. How do you think the Internet and online shopping would affect the menu costs of inflation? Taxes on Stock Gai ns and Inflation . Suppose you bought a stock for $100 and its value stayed constant in real terms. Over 20 years, the price of the stock in dollar terms has doubled. If you sold the stock after 20 years and your tax rate was 15%, how much tax would you owe? How much do you think you should owe? Inflation and ATM Withdrawals. As the inflation rate increases, would you take more or less money out per each ATM visit? If you walked to the ATM, would that increase or decrease the wear and tear on your shoes?
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The Economy at Full Employment



7



Gross domestic product per capita is higher in the United States than in France. The primary reason for this is that the French Europeans) work one-third fewer (and hoursother than do U.S. workers. You might be tempted to attribute this difference to Europeans’ taste for leisure or vacations. However, in the early 1970s Europeans actually worked slightly more hours than did U.S. workers. What explains this dramatic turnaround in the space of just 20 years? Some economists have said the differences can be explained by taxes. In France, taxes are substantially higher than in the United States as France provides more public services and a larger fraction of health care is supplied by the government. Since 1970, there has been a substantial increase in taxes in France relative to the United States. But can taxes really explain these differences? If so, how do taxes affect employment? And what lessons might this have for the United States?



LEARNING



OBJECTIVE



S



•



Identify the key assumption of classical models in macroeconomics.



•



Describe how changes in taxes can affect full employment.



•



Explain the concept of diminishing returns



•



Compare crowding out in a closed and open



•



to labor. Analyze how shifts in demand and supply affect wages and employment.



•



Explain how full employment is determined in a classical model.



economy.



My Econ Lab My Econ Lab helps you master each objective and study more efficiently.
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CHAPTER 7 • THE ECONOMY AT FULL EMPLOYMENT



i



n this chapter we will explain how the amount of capital and labor helps determine GDP when the economy is operating at full employment. Althou gh the economy experiences booms and busts, in the long run it returns to full employment. This makes full employment an important benchmark, or barometer, of real GDP. We will see how full employment is determined at any point in time when wages and prices adjust freely and quickly to changes in demand and supply. It is this flexibility in wages and prices that allows the economy to operate at full employment. In the next chapter we will study economic growth when the amount of capital and technology evolves over time. We will develop the model of full employment and use it to examine important macroeconomic issues and debates, such as the extent to which taxes may depress economic activity and lower the level of GDP. We will also learn about real business cycle theory, a school of thought that can help us understand why booms and busts occur.



7.1 classical models Economic models that assume wages and prices adjust freely to changes in demand and supply.



Wage and Price Flexibility and Full Employment



The economic model of the economy at full employment that we develop in this chapter assumes wages and prices adjust freely and quickly to changes in demand and supply. Models that make this assumption are called classical models. The term classical refers to a school of economics that believed that over a relatively short period of time wages and prices would adjust quickly and naturally to bring the economy back to full employment. The classical school of thought dominated economics until about the mid-1930s. Following the Great Depression in the 1930s, though, economists began to change their minds about the classical school. During the Great Depression, unemployment was rampant—nearly 25 percent of the labor force was unemployed—and economists began to develop models that explained persistent unemployment. In these models, wages and prices don’t always adjust quickly to changes in demand and supply—which is why booms andtoday, bustshowever, occur. believe that even though wages and prices may be Economists slow to adjust in the short run, they will respond eventually and restore the economy to full employment. That’s why it is important to study the full-employment model. We can use this model to analyze the long-term issues we address in this chapter, such as the role taxes play in determining the level of GDP and how immigration affects wages and GDP. An economy at full employment doesn’t mean that there are no unemployed workers. Recal l the distinction s among frictiona l, structural, and cyclical unemployment. Frictional unemployment occurs naturally in the labor market as workers search for jobs. Structural unemployment arises from a mismatch of skills and jobs. Cyclical unemployment is the part of unemployment that rises and falls with economic fluctuations. Cyclical unemployment can be positive, when unemployment exceeds the natural rate during a recession, or negative, when unemployment is less than the natural rate during a boom. Full employment means an economy has frictional and structural unemployment but no cyclical unemployment. In other words, at full employment the economy is experiencing neither a boom nor a bust.



7.2



The Production Function



Recall that a critical part of the circular flow of economic activity is the production of total goods and services from the factors of production. The factors of production include the labor, natural resources, physical capital, human capital, and entrepreneurship that are the inputs to a technologically based production process. We’ll discuss more of these aspects in the next chapter. In this chapter, however,
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we develop the idea of a production function to study how this production actually occurs. The production function explains how the total level of output or GDP in the economy is generated from the factors of production. To simplify our discussion of the economy’s production function, let’s first assume there are only two factors of production: capital and labor. The stock of capital is all the machines, equipment, and buildings in the entire economy. Labor consists of the efforts, both physical and mental, of all the workers in the economy used to produce goods and services. The production function is written as follows: Y



=



F 1 K, L 2



where Y is total output, or GDP; K is the stock of capital; and L is the labor force. ( F represents the relationship between the factors of production and output.) What the math says in words is that we produce total output from both capital and labor. The
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production function The relationship between the level of output of a good and the factors of production that are inputs to production. stock of capital The total of all machines, equipment, and buildings in an entire economy. labor Human effort, including both physical and mental effort, used to produce goods and services.



production function, F ( K, L), is a model that tells us how much output we produce from the inputs to production, K and L: More inputs of either capital or labor in an economy lead to increased output. The stock of capital a society has at any point in time is determined by investments it has made in new buildings, machines, and equipment in the past. Investments made today will have little or no immediate effect on the total stock of buildings, machines, and equipment used in production today, because today’s level of investment is typically just a small fraction of all past investments. Therefore, it takes time for investment to change the stock of capital. In this chapter, we will assume for most of our discussion that the stock of capital is fixed at a constant level, which we call K. But we will stray from that assumption a few times to consider what happens when the stock of capital changes. (We promise to let you know where we are straying from the assumption of fixed capital.) With the stock of capital fixed at the constant level K, only variations in the amount of labor can change the level of output in the economy. Figure 7.1 plots the relationship between the amount of labor used in an economy and the total level of output with a fixed stock of capital. Although the stock of capital is fixed, we do vary the amount of labor employed in production. Production function Y3



◀



FIGURE 7.1 The Relationship between Labor and Output with Fixed Capital With capital fixed, output increases with labor input, but at a decreasing rate.
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Figure 7.1 shows that as we increase labor from L1 to L2, output increases sharply from Y1 to Y2. However, as more labor is put into production to get us to L3 and Y3, output does not rise as sharply. With capital fixed, the relationship between output and labor shown here reflects the principle of diminishing returns.
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PRINCIPLE



OF DIMINI



SHING RETU



RNS



Suppose we produce output with two or more inputs and we increase one input while holding the other inputs fixed. Beyond some point—called the point of diminishing returns —output will increase at a decreasing rate.



To explain what diminishing marginal returns means, look at the data in Table 7.1 from a typical production function. The table shows the amount of output we can produce from different amounts of labor inputs while we hold the stock of capital constant at some amount. (We don’t care what amount, as long as it is constant.) First, notice that as the amount of labor increases, so does the amount of output we produce. Second, as output increases, it increases at a diminishing rate. For example, as labor input increases from 300 to 400 labor units, output increases by 500 output units—from 1,000 to 1,500 output units. But as labor input increases from 400 to 500 labor units, output increases by only 400 output units—from 1,500 to 1,900 output units. The rate of output dropped from 500 output units per additional unit of labor to 400 output units per additional unit of labor input. That’s diminishing returns at work. TABLE 7.1 Output and Labor Input Y (Output)
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FIGURE 7.2 An Increase in the Stock of Capital ▶



When the capital increases from K1 to K2, the production function shifts up. At any level of labor input, the level of output increases.
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function shifts upward. At any level of labor input, we can produce more output than before we increased the stock of capital. As we add more capital, workers become more productive and can produce more output. That’s why the production function curve is higher for more capital. For example, suppose an office has five staff members who must share one copier. They will inevitably waste some time waiting to use it. Adding a copier will enable the staff to be more productive. Capital is one of the key factors of production. As we have seen, the benefits of additional capital are a higher level of output from any level of labor input. Throughout the world, countries have increased their level of output by adding to their stock of capital.



7.3



Wages and the Demand and Supply for Labor



We’ve just learned from the production function that with the amount of capital fixed, the level of output in the economy will be determined exclusively by the amount of labor employed. Now we’ll see how the amount of employment in an economy is determined by the demand and supply for labor. On the basis of what you already know about demand and supply from Chapter 4, you should be able to see what Figure 7.3 represents when it comes to wages and the demand and supply for labor for the entire economy. The amount of labor firms in the economy will hire depends on the real wage : the wage rate paid to employees adjusted for changes in the price level. The real wage tells us what goods and services workers are able to purchase from their labor and also what it costs, in real terms, for employers to pay their workers for their services.
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real wage The wage rate paid to employees adjusted for changes in the price level.
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FIGURE 7.3 The Demand and Supply of Labor ▲



Together, the demand and supply for labor determine the level of employment and the real wage.



As the real-wage rate falls, firms will hire more labor. That is, consistent with the law of demand, the labor demand curve in Figure 7.3 is downward sloping. In Panel A we see that as the real wage falls from $20 to $10 per hour, the firm will increase the amount of its labor from 5,000 to 10,000 workers. While the labor-demand curve is based on the decisions by firms, the laborsupply curve is based themuch decisions of workers. mustAlthough decide how many hours they want to work andon how leisure they wantThey to enjoy. many complex factors enter into the decision to supply labor, in this chapter we will typically assume an increase in the real wage will lead to an increase in the quantity of labor supplied in the market. In Panel B of Figure 7.3 we see that 5,000 people would like to work at $10 per hour, but $20 per hour motivates 10,000 people to want to work.
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Labor Market Equilibrium Panel C of Figure 7.3 puts the demand and supply curves together. At a wage of $15 per hour, the amount of labor firms want to hire—7,500 workers—will be equal to the number of people who want to work—7,500 workers. This is the labor market equilibrium: The quantity demanded for labor equals the quantity supplied. Together, the demand and supply curves determine the level of employment in the economy and the level of real wages. Now that we have a model of labor market equilibrium, we can analyze changes in demand and supply for labor.



Changes in Demand



and Supply



In deciding how many workers to hire, a firm will compare the marginal benefit from hiring a worker to the marginal cost. This is an example of the marginal principle.



MARG INAL PRIN



CIPL E



Increase the level of an activity as long as its marginal benefit exceeds its marginal cost. Choose the level at which the marginal benefit equals the marginal cost.



Now let’s apply this principle to understanding how a change in the capital stock affects the demand for labor. When firms increase their capital stock, they find that each worker becomes more productive with the additional capital. For example, suppose the marginal benefit to the firm of an additional hour of work is initially $15, and the wage rate is also $15. An increase in the supply of capital raises the marginal benefit to the firm to $20. Firms will want to hire additional workers at the existing wage of $15 until the marginal benefit again equals the marginal cost. Because the demand for labor increases at any real wage, the labor-demand curve shifts to the right. Panel A of Figure 7.4 shows the effects of an increase in labor demand. The new market equilibrium moves from a to b. Real wages increase, and the amount of labor employed in the economy increases as well. Having more capital in the economy is beneficial for workers.
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Initial labor demand Labor (A) If the demand for labor increases, real wages rise and the amount of labor employed increases.



Labor (B) If the supply of labor increases, real wages fall and the amount of labor employed increases.
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FIGURE 7.4 Shifts in Labor Demand and Supply Shifts to demand and supply will change both real wages and employment.
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We also can analyze the effect of an increase in the supply of labor that might come, for example, from immigration. If the population increases, we would expect more people would want to work at any given wage. This means the labor-supply curve would shift to the right. Panel B of Figure 7.4 shows that with an increase in the supply of labor, the labor market equilibrium moves from a to b. Real wages have fallen, and the amount of labor employed has increased. Workers who were employed before the increase in labor supply suffer because real wages have fallen—all wages, including theirs. Our demand and supply of labor model helps us see why currently employed workers might be reluctant to favor increased immigration—their wages fall. However, there’s a flip side to this. Wages are an input price that firms use in determining the price of the goods and services they produce. Lower input prices—such as wages— eventually lead to lower prices for the products workers buy. In other words, there are trade-offs from immigration for society. Our model also explains why workers would like to see increases in the supply of machines and equipment as long as fullemployment can be maintained. The increased supply of capital (which increases labor productivity) increases labor demand and leads to higher real wages. Demand and supply for labor can often change at the same time, but by looking at wages and employment we can determine which effect dominates. Here is an example: Suppose you were told that in a small European country both wages and employment increased substantially over a five-year period. As you try to determine what happened, would you look primarily at factors that increased labor demand or that increased labor supply? To answer this question, we would want to examine some factors, such as the increase in the stock of capital or a change in technology, that would increase labor demand and both wages and employment. These factors could account for why wages and employment increased in the small European country. Increases in the supply of labor (more people in the workforce) would account for the increase in employment, but not for the increase in wages.



ap pl ic at ion 1 THE BLACK DEATH AND LIVING STANDARDS IN OLD ENGLAND APPLYING THE CONCEPTS #1: How can changes in the supply of labor affect real wages?



According to the research of Professor Gregory Clark of the University of California, Davis, the level of real wages for laborers in England was nearly the same in 1200 as it was in 1800. Yet, during the period from 1350 to 1550, wages were considerably higher—nearly 75 percent higher in 1450, for instance, than they were in 1200. Why were real wages temporarily so high during this period? The simple answer was the bubonic plague—also known as the Black Death— that arrived from Asia in 1348 and caused a long decline in total population through the 1450s. With fewer workers, there was less labor supplied to the market. The result was higher real wages, although less total output. In the era before consistent and rapid technological advance, changes in population were the primary factor controlling standards. As the the Black economist Thomas Malthus (1766–1834) observed, socialliving maladies such as Death would temporarily raise living standards until higher living standards led to increased population. Related to Exercises 3.8 and 3.9. SOURCE: Based on Gregory Clark, A Farewell to Alms (Princeton University Press, 2007).



145



 146



CHAPTER 7 • THE ECONOMY AT FULL EMPLOYMENT



7.4



full-employment output The level of output that resultsand when labor market is in equilibrium thethe economy is producing at full employment.



Labor Market Equilibrium and Full Employment



We can now join the production function and the demand and supply for labor. Together, they will give us a model that helps us determine how much output the economy can produce when it is operating at full employment and also help us understand how taxes on employers affect the level of output. Figure 7.5 brings the model of the labor market together with the short-run production function. Panel B depicts equilibrium in the labor market, which we saw in Figure 7.3. The demand and supply for labor determine the real-wage rate W and identify the level of employment L. Panel A plots the short-run production function. With the level of employment determined at L in Panel B, we move upward to Panel A and use that level of employment to determine that the level of production is Y. Fullemployment output is the level of output produced when the labor market is in as equilibrium and the economy is producing at full employment. It is also known potential output.



▶



FIGURE 7.5 Determining Full-Employment Output Panel B determines the equilibrium level of employment at L and the real wage rate of W. Full-employment output in Panel A is Y.
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Note that full-employment output is based on the idea that the labor market is in equilibrium, with the quantity of labor supplied equal to the quantity of labor demanded at the equilibrium wage. Potential output is not the absolute maximum level of output an economy can produce—an economy could produce more with higher levels of labor input—but potential output reflects the level of labor input that workers wish to supply.
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How do economists typically measure thelevel of full-employment output, or potential output? They start with an estimate of what the unemployment rate would be if cyclical unemployment were zero—that is, if the only unemployment were due to frictional or structural factors. In the United States, estimates of the natural rate in recent years have varied between 5.0 and 6.5 percent. Economists then estimate how many workers will be employed and use the production function to determine potential output. Let’s look at some real numbers. In 1996, the unemployment rate was 5.6 percent, very close to the natural rate of unemployment. The labor force in that year was approximately 133.9 million, and 126.7 million individuals were employed. Real GDP in that year was $7.8 trillion, measured in 1996 dollars. This level of GDP was produced with the labor of the 126.7 million employed workers and the existing stock of capital and technology. Because the unemployment rate in 1996 was close to the natural rate, the level of real GDP was also very close to the level of potential output in that year. The level of potential output in an economy increases as the supply of labor increases or the stock of capital increases. An increase in the supply of labor, perhaps from more liberal immigration, would shift the labor-supply curve to the right and lead to a higher level of employment in the economy. With a higher level of employment, the level of full-employment output will increase. An increase in the stock of capital will increase the demand for labor. As labor demand increases, the result will be higher wages and increased employment. Higher employment will again raise the level of full-employment output. Potential output depends on both capital and labor. Consequently, differences in the quantity of labor supplied to the market will affect the level of potential output in a country. Countries do differ in the amount of labor their workers supply to the market. Apart from national holidays, workers in the United States take an average of 12 days of vacation, compared to 28 days in the United Kingdom, 35 days in Germany, and an amazing 42 days (over eight work weeks) in Italy. These differences in labor supply are important. Per capita output is higher in the United States than in Germany but, other things being equal, this difference would disappear if German workers toiled as much as their U.S. counterparts.



7.5



Using the Full-Employment Model



We use the full-employment model extensively in macroeconomics to analyze a wide range of issues. For example, many politicians and economists have argued that high tax rates have hurt the U.S. economy and reduced the level of output and production. We can use the full-employment model to explore the logic of these claims. We will also see how to use the model to explain booms and recessions—fluctuations in output. This will allow us to understand the fundamental idea of an influential school of economic thought known as real business cycle theory.



T a x e s a n d P o te n t i a l O u t p u t We use the full-employment model in Figure 7.6 to study the effects of taxes employers pay for hiring labor, such as the taxes they pay for their portion of workers’ Social Security. (Economists use similar arguments to study a variety of taxes, including personal and corporate income taxes.) A tax on labor will make labor more expensive and raise the marginal cost of hiring workers. For example, let’s say therehad is nobeen tax on labor$10 andan suddenly a tax of 10 percent imposed. An employer who paying hour for workers will nowis find that labor costs $11 an hour. Because the marginal cost of hiring workers has gone up but the marginal benefit to the firm has not changed, employers will respond by hiring fewer workers at any given wage. In Panel A of Figure 7.6 , the labor-demand curve shifts to the left, reflecting the change in demand due to the tax. As the demand curve shifts to the left, the market equilibrium moves from a to b. The result is lower real wages and lower employment.
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FIGURE 7.6 How Employment Taxes Affect Labor Demand and Supply ▶



In Panel A, a tax burden on labor shifts the labor demand curve to the left and leads to lower wages and reduced employment. In Panel B, the supply curve for labor is vertical, which means that wages fall but employment does not change.
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(A) A tax on labor shifts the labor demand curve to the left and leads to lower wages and reduced employment.



(B) If the supply curve for labor is vertical, wages fall but employment does not change.



As we have just seen, higher taxes lead to less employment. With reduced employment, potential output in the economy will be reduced as the economy moves to a lower level of output on the short-run production function. Higher taxes therefore lead to lower output. The size of the reduction in output depends critically on the slope of the labor-supply curve. The slope of the labor-supply curve indicates how sensitive labor supply is to changes in real wages. Panel B in Figure 7.6 shows the effect of the same tax with a vertical laborsupply curve. A vertical labor-supply curve means workers will supply the same amount of labor regardless of the wage. For example, a single parent might work a full 40 hours a week regardless of the wage, so the supply curve will be vertical. If, say, other workers in the economy also put in the same hours regardless of the wage, the supply curve for labor in the entire economy will be vertical. In Panel B, we see that with a vertical supply curve, the change in demand will move the market equilibrium from a to b. The tax will reduce wages but have no effect on employment and therefore no effect on output. This example illustrates that taxes can affect wages and output. In both cases, either output or wages were lowered when the tax was imposed. However, the extent of the decline in output depends on the slope of the labor-supply curve. To understand the effects of taxes on output, we need information about the slope of the labor-supply curve. Labor supply has been the focus of many studies. The evidence is strong that parttime workers or second earners in a family are very sensitive to changes in wages and do vary their labor supply when wages change. There is less of a consensus about the behavior of primary earners in the family. For many years, economists believed their labor supply was not very sensitive to changes in compensation. However, recent research has shown that taxes do matter, even for primary earners, especially high earners. The entire area of taxation and economics is an active branch of economics research. Economists such as Martin Feldstein of Harvard University have studied how many different types of taxes affect employment, saving, and production. Economists use models to try to measure these effects, just as we did for the employment tax.
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Fluctuations in economic activity can result from a variety of causes. Here are some examples: A developing country that is highly dependent on agriculture can lose its cash crop because of a prolonged drought. According to economic historian Stanley Lebergott, the nineteenth-century U.S. agricultural-based economy was devastated by grasshopper invasions in North Dakota from 1874 to 1876 and by the boll-weevil migration from Mexico to Texas in 1892. 1 Sharp increases in the price of oil can hurt
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economies that use oil in production, as was the case throughout the world in both 1973 and 1979. Wars can devastate entire regions of the world, and natural disasters, such as earthquakes or floods, can cause sharp reductions in GDP. Major shifts in technology, which we’ll discuss more in the next chapter, can also cause economic fluctuations. Consider some economic developments, starting with the early nineteenth century. There were large investments in textile mills and steam power. The birth of the steel industry and railroads dominated the last half of the century. At the end of the nineteenth century, new industries arose that were based on chemical manufacturing, electricity, and the automobile. It is inconceivable that the vast changes in technology that led to the creation of these new industries would not have profound effects on the economy. For example, the invention of the automobile sounded the death knell for makers of horse-drawn buggies, buggy whips, and a host of other industries. Economic fluctuations can also occur because a number of small shocks all hit the economy at the same time. For example, a case of mad cow disease could cause consumer preferences to change from beef to pork. Or a series of small improvements in breeding technology could cause output to rise among worldwide producers of cattle. One school of economic thought, known as real business cycle theory , emphasizes that shocks to technology can be a major cause of economic fluctuations. Led by Nobel Laureate economist Edward Prescott, real business cycle economists have developed newer models that integrate shocks to technology into the full-employment model we have been discussing. The idea behind real business cycle theory is simple: Changes in technology will usually change the level of full employment or potential output. A significant technological improvement will enable the economy to increase the level of both actual and potential output. For example, the advances in technology that allowed computer users to transfer data-intensive images easily across the Internet created many new opportunities for businesses to grow and flourish. Adverse technological developments (or adverse shocks to the economy) will cause output and potential output to fall. For example, the Internet crashing would bring business communication systems and ordering systems to a halt. Figure 7.7 gives a simple example of how the real business cycle theory works. Suppose an adverse technological shock occurred, decreasing the demand for labor. The demand curve for labor would shift to the left, and the labor market equilibrium would move from a to b. The result would be a lower level of employment and lower real wages. Total GDP would fall because employment is low and because the economy is less productive than before. Conversely, a positive technological shock would increase labor demand and result in both higher wages and higher employment. Total GDP would rise because employment is high and because the economy is more productive than before. An economy buffeted by positive and negative technological shocks would experience economic fluctuations even though it would always be at full-employment output. The key lesson from real business cycle theory is that potential output itself will vary over time. The real business cycle school of thought has been influential with some academic economists, but in its most extreme form it has been viewed as controversial. Critics find it difficult to understand how many of the post–World War II recessions can be explained by adverse changes in technology. In addition, the real business cycle model does not provide an explanation of unemployment. In the model the labor market is in equilibrium, and the quantity demanded for labor equals the quantity supplied. At the equilibrium wage, the quantity of labor demanded equals the quantity of labor supplied, and everyone who seeks employment finds employment. Proponents of the real business cycle model counter that other types of economic models can explain unemployment and that the real business cycle can still explain fluctuations in employment. Real business cycle theory is an active area of research, and both its methods and approach, grounded in firm economic reasoning, have had



real business cycle theory The economic theory that emphasizes how shocks to technology can cause fluctuations in economic activity.
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FIGURE 7.7 How an Adverse Technology Shock Affects Labor Demand and Supply ▶



An adverse shock to technology will decrease the demand for labor. As a result, both real wages and employment fall as the market equilibrium moves from a to b.
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a major influence on professional research today. Scholars working in this tradition have begun to offer modifications of the basic model that can potentially explain major economic events.



ap pl ic at ion 2 DO EUROPEAN SOCCER STARS CHANGE CLUBS TO REDUCE THEIR TAXES? APPLYING THE CONCEPTS #2: What evidence is there that taxes on high-paid soccer stars in Europe affect their location decisions among countries?



In 2009, the Portuguese soccer star Cristiano Ronaldo moved from Manchester United in the United Kingdom to Real Madrid in Spain. At the time, many speculated that the reason he moved was to avoid a top United Kingdom tax rate of 50 percent in favor of a flat 24 percent rate (with no deductions) created to entice foreigners to locate in Spain. While this is an interesting anecdote, is there any other evidence that the very top earners will move to countries with lower tax rates? In an interesting study, economists Henrik Jacobsen Kleven, Camille Landais, and Emmanuel Saez used changes in the market for international soccer stars to test for the effects of tax rates. Prior to 1995, the top European soccer clubs had limits on the number of foreign players on any one team. The European Court of Justice, however, ruled that these limits violated the treaty of the European community. After 1995, the rules limiting foreign players were relaxed. The economists found that, prior to 1995, taxes on high earners did not have much effect on mobility of soccer stars, but after 1995, top tax rates did matter. They also found that specific tax breaks offered by countries also influenced the players’ decisions on where to locate. This type of evidence suggests that countries may not only be in competition for top athletes, but also for other highly paid individuals—from tennis players to corporate executives. Many economists believe that the increase in “globalization” in the last 30 years has limited the ability of countries to levy taxes at rates that differ substantially from other countries. Related to Exercises 5.4 and 5.5 . SOURCE: Based on Henrik Jacobsen Kleven, Camille Landais, and E mmanuel Saez, “Taxation and the International Mobility of Superstars; Evidence from the European Football Market,” November 2010, National Bureau of Economic Research Working Paper, No. 16545.
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CAN LABOR MARKET POLICIES ACCOUNT FOR THE GREAT DEPRESSION? APPLYING THE CONCEPTS #3: Can real business cycle models explain the srcin and persistence of the Great Depression?



Early critics of real business cycle models claimed that these models could not explain major events like the Great Depression, and, indeed, there appears to be a puzzle about the Great Depression. If negative technology shocks were responsible for the srcin and decade-long persistence of the Great Depression, we would expect that the fall in output would be accompanied by a decline in the real wage, just as in Figure 7.7. However, real wages actually rose substantially during the 1930s. Economists Harold L. Cole and Lee E. Ohanian of the University of California, Los Angeles, extended the standard realbusiness cycle model to include other important factors, in particular government interventions that affected the labor market. For example, President Franklin Roosevelt’s New Deal featured the National Industrial Recovery Act, which allowed firms to collude with one another and avoid competition as long as they recognized unions and raised wages. Prior to the onset of the Great Depression, President Herbert Hoover also promoted policies that led firms to raise wages. Ohanian and Cole show that incorporating these factors into a standard real business cycle model can explain both the srcin and severity of the Great Depression. Of course, as we will see in later chapters, many other factors could have added to the severity of the Great Depression. Banks failed both in the United States and worldwide, and international trade—which had been very vibrant in the 1930s— ground to a halt. Nonetheless, the work of Ohanian and Cole demonstrates that a modified version of real business cycle models can add to our understanding of this important episode. Related to Exercise 5.8. SOURCE: Based on Harold L. Cole and Lee E. Ohanian, “New Deal Policies and the Persistence of the Great Depression: A General Equilibrium Analysis,” Journal of Political Economy 112, no. 4 (2004): 779–816 and Lee E. Ohanian, “What—or Who—Started the Great Depression,” Journal of Economic Theory 144 (2009): 2310–2335.



7.6



Dividing Output among Competing Demands for GDP at Full Employment



Our model of full employment is based entirely on the supply of factors of production and the state of technology. The demand for and supply of labor determine the real wage and total employment in the economy. Together, labor and the supply of capital determine the level of output through the production function. And that means that in a full-employment economy, total GDP is determined by the supply of factors of production. Because society faces scarce resources, it must divide full-employment GDP among competing demands. From Chapters 5 and 6 , you know that GDP is composed of consumption, investment, government purchases, and net exports, which we denote as C + I + G + NX . In this section, we see how societies divide total spending among these four components. Because governments, for many different reasons, increase their level of spending, we would like to know how increased government spending affects private spending . We will see how increases in government spending must reduce other types of expenditures when the economy is operating at full employment .
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International



Comparisons



Countries divide GDP among its four components in very different ways. Table 7.2 presents data on the percent of GDP in alternative uses for five countries in 2010. Recall that consumption ( C), investment (I), and government purchases ( G) refer to total spending by residents of that country. Net exports (NX) is the difference between exports (sales of goods to foreign residents) and imports (purchases of goods abroad). If a country has positive net exports—for example, Hong Kong, China, and Germany— it is selling more goods in other countries than it is buying from other countries. If a country has negative net exports—such as the United States and France—it is buying more goods than it is selling to other countries. TABLE 7.2 Shares of Spending in GDP, Assorted Count ries, 2010 C



I



G



Hong Kong



62



23



10



NX 5



United States



71



16



16



–3



France



58



19



25



–2



China



36



47



12



5



Germany



57



17



20



6



SOURCE: International Monetary Statistics , International Monetary Fund, 2012.



Let’s make one more point: These data are from the International Financial Statistics, which is published by the International Monetary Fund. In these statistics, government purchases include only government consumption, such as military spending or wages for government employees. Government investment, such as spending on bridges or roads, is included in the investment category ( I). Table 7.2 reveals considerable diversity among countries. The United States consumes 71 percent of its GDP, a higher fraction than all the other countries. As far as investment goes, Germany and the United States invest a smaller share of GDP than the other countries in the table. China invests the most by far—47 percent. Countries also differ greatly when it comes to government consumption. France has the highest rate of government consumption, while Hong Kong has the lowest. Finally, the countries also differ in the size of net exports relative to GDP. This wide diversity challenges economists to explain these differences. Some economists have suggested that China’s high savings rate (low share of consumption) can be explained by its one-child-per-family policy. They argue that this leads workers to save more for retirement because they cannot depend on their children to support them. Other economists attribute the high savings rate to the fact that China provides very little government-sponsored retirement benefits. In general, differences across countries are hard to explain. For example, there are no obvious, purely economic reasons why the United States, France, and Germany should exhibit such different behavior.



Crowding Out in



a Closed Econo



my



We know government spending is part of GDP. Let’s say GDP is fixed and the government increases its spending. What happens in a country that increases its government purchases within a fixed GDP? Because the level of full-employment output is given by the supply of factors in the economy, an increase in government
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spending must come at the expense of other uses of GDP. Or, stated another way, increased government spending crowds out other demands for GDP. This is called crowding out. Crowding out illustrates the principle of opportunity cost:



P RINCIPLE



OF OPPORTU



NITY CO



crowding out The reduction in investment (or other component of GDP) caused by an increase in government spending.



ST



The opportunity cost of something is what you sacrifice to get it.



At full employment, the opportunity cost of increased government spending is some other component of GDP. To understand crowding out, let’s first consider what will happen when government closed spending increases in an economy without international trade, called a economy. In a closed economy, full-employment output is divided among just three different demands: consumption, investment, and government purchases. We can write this as



output



=



consumption



+



Y



investment =



C



I



+



+



+



closed economy An economy without international trade.



government purchases



G



Because we are considering an economy at full employment, the supply of output (Y) is fixed. Increases in government spending must reduce—that is, crowd out—either consumption or investment. In general, both are affected. On the investment side, the government will be in increased competition with businesses trying to borrow funds from the public to finance its investment plans. This increased competition from the government will make it more difficult and costly for businesses to make those investments. As a result, business investment spending will decrease. In other words, government crowds out investment. Crowding out occurred in the United States during World War II as the share of government spending as a part of GDP rose sharply. Figures 7.8 and 7.9 show that at the same time the share of government spending increased, the shares of consumption and investment spending in GDP decreased. FIGURE 7.8 U.S. Consumption and Government Spending during World War II ◀
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Increased government spending crowds out consumption by consumers. The vertical bar highlights the time period during which crowding out occurred.
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SOURCE: U.S. Department of Commerce.
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▶



FIGURE 7.9 U.S. Investment and Government Spending during World War II



0.6



Increased government spending also crowds out private investment spending. The vertical bar highlights the time period during which crowding out occurred.
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SOURCE: U.S. Department of Commerce .
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Crowding Out in open economy An economy with international trade.



an Open Economy



An economy with international trade is called an open economy. In an open economy, full-employment output is divided among four uses: consumption, investment, government purchases, and net exports (exports – imports): Y



=



C



+



I



+



G



+



NX



Increased government spending need not crowd out either consumption or investment. It could lead to reduced exports and increased imports. Therefore, what could get crowded out instead is net exports. Here is how this crowding out might happen: Suppose the U.S. government began buying domestic goods—for example, computer paper—to use for its offices. Let’s say consumers would have purchased this paper but now cannot. If consumers want to maintain their same consumption of computer paper despite the fact that the government now has it, they could purchase domestic compu ter paper previously sold abroad (exports) or purchase paper sold by foreign countries (imports). The result would be a decrease in the amount of paper exported and an increase in imported paper, that is, a decrease in total net exports. In practice, increases in government spending in an open economy would crowd out consumption, investment, and net exports.



Crowding In



crowding in The increaseofofGDP) investment component caused(or by other a decrease in government spending.



Governments do not always increase spending. Sometimes they decrease it. When the government cuts spending and the level of output is fixed, some other type of spending will increase. We call this crowding in. In a closed economy, consumption or well. investment, or both, after couldaincrease. In an open economy, exports could increase as As an example, war we might see increases in net consumption, investment spending, or net exports as they replace military spending.



 The nature of changes in government spending will have some effect on the type of spending that is crowded in (or crowded out). If the government spent less on mail service—leading to longer delays in the mail—businesses and households would most likely want to spend more on private mail or delivery services. If the government built more public swimming pools, households would most likely cut back their own spending on backyard pools.



SUMMARY In this chapter, we studied the economy at full employment.



in equilibrium. Potential output is fully determined by the supply of factors of production in the economy.



In the model we developed, the level of GDP is determined by the supply of the factors of production—labor, natural resources, physical capital, human capital, and entrepreneurship. We focused on how the economy operates when it is at full employment. In later chapters, we consider economic fluctuations. Here are the main points from this chapter:



3 Increases in the stock of capital raise the level of full-employment output and real wages.



1 Models that assume wages and prices adjust freely to changes in demand and supply are called classical models. They are useful to understand how the economy operates at full employment.



6 At full employmen t, increases in governmen t spending must come at the expense of other components of GDP. In a closed economy, either consumption or investment must be crowded out. In an open economy, net exports can be crowded out as well. Decreases in government spending will crowd in other types of spending.



2 Full-employment output, or potential output, is the level of GDP produced from a given supply of capital when the labor market is



4 Increases in the supply of labor will raise the level of full-employment output but lower the level of real wages. 5 The full -emp loym ent mode l has many appl icat ions . Many economists use it to study the effects of taxes on potential output. Others have found the model useful in understanding economic fluctuations in models of real business cycles.



KEY TERMS classical models, p. 140



full-employment output, p. 146



real business cycle theory, p. 149



closed economy, p. 153
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real wage, p. 143



crowding in, p. 154



open economy, p. 154



stock of capital, p. 141



crowding out, p. 153



production function, p. 141



EXERCISES 7.1



All problems are assignable in MyEconLab.



Wage and Price Flexibility and Full Employment



1.1



Economic models that assume that wages and prices



1.3



The classical school of thought came to its fruition



1.2



adjust freely to changesmodels. in demand and supply are known as At full employment, there are only structural and unemployment.



1.4



during the Great Depression. (True/ False) There is no une mploym ent at full employment.
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 7.2 2.1



2.2



2.3



2.4



2.5



2.6



2.7



The production function illustrates the relationship between and . With the stock of capital fixed, output increases with labor input, but at a rate that (increases/ decreases). A decrease in the stock of capital shifts the production function (upward/downward). Show this with a graph. A decrease in human capital is likely to shift the production function (upward/ downward). The Production Function and the Effects of War on the Stock of Capital. During World War II, France lost 30 percent of its capital stock. Draw a graph that illustrates how the production function shifted. The Production Function and the Effects of War on the Labor Force. France lost 550,000 people of 42 million in World War II. Show how this affected output using the graph from Exercise 2.5. Diminishing Returns? An eco nomy increased employment first from 10,000 to 20,000 and then from 20,000 to 30,000. The corresponding increases in output were 15,000 and 20,000, respectively. Nothing else changed during this period. Did this economy exhibit diminishing returns?



7.3 3.1



3.2



3.3



3.4



3.5
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The Production Function



Wages and the Demand and Supply for Labor



3.6



3.7



3.8



3.9



Immigration and the Wage Gap between High-School Graduates and College Graduates. Some economists have argued that while immigration does not have a major effect on the overall level of wages, it does increase the wage gap between high-school graduates and college graduates. Can you explain this effect of immigration on the wage gap? Philippines and Emigration. Roughly 10 percent of the population of the Philippines works overseas. Suppose overseas Philippine workers returned to their home country. Using Figure 7.4 on page 144, illustrate the effects of this reverse flow of people on wages and employment. Malthus and Subsistence Wages. Thomas Malthus wrote that if wages exceeded subsistence levels the population would increase, which in turn would drive real wages back down to subsistence. Suppose there were an increase in the demand for labor, which raised real wages. Under Malthus’s theory, show how the supply curve for labor would shift. (Related to Application 1 on page 145.) Malthus, Population Size, and Technology. Malthus believed the population would always adjust to bring real wages back to a fixed subsistence level. Using a demand and supply for labor diagram, show that an improvement in technology will lead to a higher level of population. (Related to Application 1 on page 145.)



7.4 4.1



4.2 Labor market equilibrium occurs at a real wage at which the quantity demanded for labor equals the quantity of labor. 4.3 An increase in the amount of capital in the economy will shift the demand for labor curve to the 4.4 (right/left), leading to higher real wages and employment. 4.5 An increase in labor force participation is likely to lead to a shift in the labor-supply curve to the (right/left). If wages and employment both rise, this is likely caused by an increase in the supply for labor. (True/False) 4.6 Historical Immigration Patterns and Real Wages. Between 1870 and 1910, 60 million Europeans left Europe to go to the United States, Canada, Australia, and Argentina. This immigration sharply increased the labor 4.7 force in these countries, but decreased it in Europe. a. Draw demand and supply graphs to show what happened to wages in Europe. b. Draw demand and supply graphs to show what happened to wages in other countries.



Labor Market Equilibrium and Full Employment



Suppose the supply of labor increases. Draw a graph to show how potential output and wages change. Draw a graph to show how potential output and wages change when the stock of capital decreases. The typical European works more hours per year than the typical U.S. worker. (True/False) Another term for potential output is . Estimates of the Natural Rate and Full Employment. Two eco nom ists diffe r on their estimates of the natural rate. One economist believes it is 6 percent, while the other believes it is 5 percent. All else being equal, which economist will estimate a higher value for potential output? Germany and the United States. Per-capita output is higher in the United States than in Germany. According to recent studies, what is the main cause of this difference? Technology and Potential Output. Suppose that technology improves: for any level of the capital stock, the short-run production function shifts up. What happens to potential output?



 7.5 5.1



5.2



5.3



5.4



5.5



5.6



Using the Full-Employment Model



On a graph of the labor market, show the effects of an increase in the payroll tax. On a graph of the labor market, show the effects of a negative shock to technology on wages and employment. Two examples of major technological innovations that could have caused major economic fluctuations are and . Explain why the very top athletes or entertainers would be more likely to change countries to reduce their taxes as compared to ordinary middle-class workers. (Related to Application 2 on page 150.) Payroll Tax for a Health Program. To finance a universal health-care program, the government decides to place a 10-percent payroll tax on all labor hired. (Related to Application 2 on page 150.) a. Draw a graph to show how this shifts the demand for labor. b. If the labor-supply curve is vertical, what are the effects on real wages, output, and employment? Explain why economists say labor bears the full burden of the tax in this case. c. If the labor-supply curve were horizontal, what would be the effects on wages, outpu t, and employment? d. Can your answer to part (c) explain Edward Prescott’s claiminabout thecompared causes of the changes hours of work Europe to Japan andin the United States? Analyzing the Effects of Tax Rate Changes for Families with Different Incomes. The Tax Reform Act of 1986 cut the tax rates sharply for high-income earners. Consider the families in the top 1 percent of all families ranked in terms of income. Before the law was passed, a woman in this group faced a marginal tax rate (the tax rate applied to the last dollar she earned) of 52 percent on average. After the law was passed, the rate fell to 38 percent. The decreases in tax rates were much less, however, for families with lower levels of income. According to a study by Professor Nada Eissa,2 after the decrease in taxes took effect, the labor supply of women in the highest income group increased more than that of women in other income groups. Use a labor demand and supply model to illustrate between the high-income group andthe thedifferences other groups.



5.7



5.8



5.9



5.10



Tax Rev enue and Lab or Supply. Tax revenue collected from a payroll tax equals the tax rate times the earnings of individuals subject to the payroll tax. Let’s say the labor-supply curve is close to vertical. Explain why, in this case, raising payroll tax rates will increase the total revenue the government receives from the payroll tax. Explaining a Depression Using Real Business Cycle Theory. Real business cycle theorists look at economic fluctuations in a particular way. a. Draw a graph to show how a real business cycle economist would explain an economic depression. b. According to realduring business cycle theory, how do real wages behave depressions? c. How did actual real wages behave during the Great Depression? d. Accordin g to Professor Oha nian, what other factors may have caused wages to behave this way? (Related to Application 3 on page 151.) Could Raising Capital Gains Taxes Reduce Revenues? The U.S. government currently taxes increases in the value of stocks when they are sold. This is called the capital gains tax. Explain why, if the government increased the tax rate on capital gains, it could actually receive less total revenue. In your answer, carefully distinguish between the tax rate and tax revenues. Researching Studies on Taxation, Economic Behavior, and Revenue Collection. Go to the



si te for ) the ssional (Web www .cbo.gov and Co findngre a study thatBudget exploresOffice the effects of taxation on economic behavior and on total tax revenue. Draw a graph that shows how an increase in tax rates can increase tax revenue.



7.6 6.1



6.2



6.3



6.4



Dividing Output among Competing Demands for GDP at Full Employment



When the economy operates at full employment, an increase in government spending must crowd out consumption. (True/False) A(n) economy is open to trade, whereas a closed economy is not. In an open economy, increases in government spending can crowd out consumption, investment, or . Compared to other countries, China has a relatively share of consumption spending in GDP.
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 6.5



6.6



A Consumption Binge in an Open Economy. Suppose consumers decide they want to spend more on all types of goods. Investment and government purchases remain the same. In an open economy, what must happen to allow the increase in consumption? Consumption or Investment Crowding Out? Suppose local governments in suburban communities around the country started building large community



6.7



swimming pools. Explain what type of spending this might crowd out. Compare this to the effect of government spending on exploration of Mars. Marital Gifts and Savings. In Japan, it is a custom for the bride’s family to give a gift having very large monetary value to the family of the groom. How might this affect the savings rate in Japan?



NOTES 1. Stanley Lebergott, The Americans (W.W. Norton: New York and London, 1984), chap. 30.
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2. Nada Eissa, “Taxation and the Labor Supply of Married Women: The Tax Reform Act of 1986 as a Natural Experiment,” (working paper 5023, National Bureau of Economic Research, 1995).



 CHAPTER



Why Do Economies Grow?



8



For many people, the thought of poverty conjures up poor, African children. Indeed, Africaand is a Maxim poor continent, buthave as economists Xavier Sala-i-Martin Pinkovskiy recently shown, prospects are improving. Since 1995, poverty rates in Africa have been falling steadily. Indeed, if this trend continues, the rate of poverty could meet ambitious goals set by the United Nations for poverty reduction by 2015. Economic growth in Africa has not come at the expense of the poor. The current income distribution in Africa is less unequal than it was in 1995, indicating that the growth of income has been shared across the population. The decline in poverty has been widespread across the continent. It has fallen in landlocked as well as coastal countries, mineral-rich and mineral-poor countries, and in countries with varying degrees of agriculture. Their results even apply to countries that were particularly disadvantaged by slavery. The message of these economists is optimistic: Even countries hindered by geography or history can still reduce poverty through economic growth.1



LEARNING



OBJECTIVE
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•



Calculate economic growth rates.



•



•



Explain the role of capital in economic growth.



Discuss the sources of technological progress.



•



Assess the role of government in assisting



•



Apply growth accounting to measure technological progress.



economic growth. My Econ Lab My Econ La b helps you master each objective and study more efficiently.
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o capital deepening Increases in the stock of capital per worker. technological progress More efficient ways of organizing economic affairs that allow an economy to increase output without increasing inputs.



human capital The knowledge and skills acquired by a worker through education and experience and used to produce goods and services.



ur living standards are dramatically different today because of the remarkable growth in GDP per person. Growth in GDP is perhaps the most critical aspect of a country’s economic performance. Over long periods, it is the only way to raise the standard of living in an economy. This chapter begins by looking at some data from both rich and poor countries over the last several decades. We will see how GDP per capita (meaning per person— every man, woman, and child) compares over this period. We’ll then look at how growth occurs. Economists believe two basic mechanisms increase GDP per capita over the long term. One is capital deepening, or increases in an economy’s stock of capital (such as buildings and equipment) relative to its workforce. Technological progress is the other; to economists this means an economy operates more efficiently, producing more output, but without using any more inputs such as capital or labor. We’ll examine different theories of the srcins of technological progress and discuss how to measure its overall importance for the economy. We’ll also discuss in detail the role of education, experience, and investments in human beings, which are called human capital. The appendix to this chapter contains a simple model of capital deepening known as the Solow model. It shows how increases in capital per worker lead to economic growth. The model will also allow us to better understand the role of technological progress in sustaining economic growth.



8.1



Economic Growth Rates



Throughout the world there are vast differences in standards of living and in rates of economic growth. To understand these differences, we first need to look at the concepts and the tools economists use to study economic growth. But before we learn how to measure growth, let’s take a broad overview of what we mean by economic growth. We can understand economic growth by using one of the tools we developed in Chapter 2: the production possibilities curve. The production possibilities curve shows the set of feasible production options for an economy at a given pointconsumer of time. In Figure 8.1 we show goods. an economy’s trade-off when comes to producing goods versus military As the economy grows,itthe entire production possibilities curve shifts outward. This means the economy can produce



PPC after growth



PPC before growth s d o o g y r tia li M



Consumer goods ▲



FIGURE 8.1



What Is Economic Growth? Economic growth means an expanded production possibilities curve (PPC).
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more of both goods—that is what we mean by economic growth. Growth also expands the amount of goods available for people to consume. Just think about your own family. A typical family 40 years ago had only one car, whereas today many families have two or three. As our chapter-opening story highlights, the economic growth we take for granted is recent and does not apply evenly across all societies.



Measuring Economic



Growth



From earlier chapters we know that real gross domestic product (GDP) measures in constant prices the total value of final goods and services in a country. Because countries differ in the size of their populations, we want to know a country’s real GDP per person, or its real GDP per capita. Real GDP per capita typically grows over time. A convenient way to describe the changes in real GDP per capita is with growth rates. The growth rate of a variable is the percentage change in that variable from one period to another. For example, to calculate the growth rate of real GDP from year 1 to year 2, suppose real GDP was 100 in year 1 and 104 in year 2. In this case, the growth rate of real GDP is growth rate



=



1 GDP in year 2 - GDP in year 1 2 1 GDP in year 1 2



real GDP per capita Gross domestic product per person adjusted for changes in standards prices. It isacross the usual measure of living time and among countries.



growth rate The percentage rate of change of a variable from one period to another.



1 104



- 100 2 100



=



=



=



4 100 4% per year



In other words, real GDP grew by 4 percent from year 1 to year 2. This also means that GDP in year 2 was (1 + 0.04) times GDP in the year 1. Economies can grow at different rates from one year to the next. But it often is useful to consider what happens when an economy grows at a constant rate, say g, for a number of years. Let’s start simply. Suppose real GDP for an economy was 100 and the economy grew at a rate g for two years. How large would the real GDP be two years later? After one year, GDP would be (1 + g) 100. In the second year, it would grow by (1 + g) again, or GDP 3 2 years later 4



=



11



+



g 2 2 1 100 2



We can generalize this to consider the case where the economy grows a constant rate g for n years. How large would GDP be aftern years? A simple formula gives the answer: GDP 3 n years later 4



=



11



+



g 2 n 1 100 2



Example: If the economy starts at 100 and grows at a rate of 4 percent a year for 10 years, output (after 10 years) will be GDP 3 10 year later 4



=



11



+



0.04 2 10 1 100 2



=



1 1.48 2 1 100 2



=



148



which is nearly 50 percent higher than in the first year. Here’s a rule of thumb to help you understand the power of growth rates. Suppose you know the growth rate of real GDP, and it is constant, but you want to know how many years it will take until the level of real GDP doubles. The answer is given by the rule of 70: years to double



=



70 1 percentage growth rate 2



rule of 70 A rule of thumb that says output will double in 70/ x years, where x is the percentage rate of growth.
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Example: For an economy that grew at 5 percent a year, it would take 70 5



=



14 years



for real GDP to double. (In case you are curious, the rule of 70 is derived by using the mathematics of logarithms.)



Comparing the Growth



Rates of Various



Countries



Making comparisons of real GDP or GNP across countries is difficult. Not only do countries have their own currencies, but patterns of consumption and prices can differ sharply among countries. Two examples can illustrate this point. First, because land is scarce in Japan, people live in smaller spaces than do residents of the United States, so the price of housing is higher (relative to or other goods)have thanvery in the Unitedprice States. Second, developing countries (such as India Pakistan) different structures than developed countries. In particular, in developing countries goods that are not traded—such as household services or land—are relatively cheaper than goods that are traded in world markets. In other words, while all residents of the world may pay the same price for gold jewelry, hiring a cook or household helper is considerably less expensive in India or Pakistan than in the United States. It is important to take these differences into account. Fortunately, a team of economists led by Robert Summers and Alan Heston of the University of Pennsylvania has devoted decades to developing methods for measuring real GNP across countries. The team’s procedures are based on gathering extensive data on prices of comparable goods in each country and making adjustments for differences in relative prices and consumption patterns. These methods are now used by the World Bank and the International Monetary Fund, two prominent international organizations. According to these methods, the country with the highest level of income in 2011 was Qatar; its income per capita was $102,943; Luxemborg was second at $80,119, Singapore was third at $59,711 while Norway, with its oil wealth, was fourth at $53,471. The United States was sixth (behind Brunei and Hong Kong) at $48,347. Table 8.1 lists National (GNI) capita 2008 the average annual growth ratereal of Gross GNI per capitaIncome between 1960per and 2008forfor 11 and countries. (Gross National Income is most commonly used in international comparisons and a fully consistent series from 1960 to 2008 is available for these countries.) The United Kingdom, with a GNI per capita of $36,130, follows the United States. Not far behind are Japan, France, and Italy. More representative of typical countries are Mexico and Costa Rica, TABLE 8.1 Gross National Income Per Capita and Economic Growth Country



United States



Gross National Income Per Capita in 2008 Dollars



Per Capita Growth Rate 1960–2008



$46,970



2.38%



United Kingdom



36,130



2.54



Japan



35,220



4.09



France



34,400



2.91



Italy



30,250



2.92



Mexico



14,270



2.95



Costa Rica



10,950



2.35



India Pakistan



2,960 2,770



2.05 1.53



Nigeria



1,940



Zambia



1,230



1.11 0.60



-



SOURCES: World Bank Development Indicators (2010) and Alan Heston, Robert Summers, and Bettina Aten, Penn World Table Version 6.3, Center for International Comparisons at the University of Pennsylvania (CICUP), October 2010.
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with GNIs per capita in 2008 of $14,270 and $10,950, respectively. Costa Rica’s GNI per capita is less than 25 percent of per capita GNI in the United States. Very poor countries have extremely low GNI per capita. Pakistan, for example, had a GNI per capita of $2,770—less than 6 percent of the GNI percapita of the United States. In the third column of Table 8.1, notice the differences in growth rates. Consider Japan. In 1960, Japan had a GNI per capita that was only one-half that of France and one-fourth that of the United States. But notice from the third column that Japan’s GNI per capita grew on average 4.09 percent per year during the period, compared to 2.38 percent for the United States and 2.91 percent for France. To place Japan’s growth rate for this period into perspective, recall the rule of 70. If an economy grows at an average annual rate of x percent a year, it takes 70/x years for output to double. In Japan’s case, per capita output was doubling every 70/4.09 years, or approximately every 17 years. At this rate, from the time someone was born to the time he or she reached the age of 34, living standards would have increased by a factor of four— an extraordinary rate of growth. The rule of 70 reinforces the importance of small differences in economic growth rates. A per capita GDP growth rate of 5 percent per year means that the living standard doubles in 14 years. With only 1 percent growth, doubling would take 70 years. The differences in per capita incomes between the developed and developing countries are very large and are also reflected in many different aspects of society. Take, for example, child labor. In the developed world, we disapprove of child labor and wonder how we can work toward its elimination. Economic research has shown that as countries grow they are less likely to use child labor.



A r e P o o r Co u nt r i e s C a t c h i ng U p ? One question economists ask is whether poorer countries can close the gap between their level of GDP per capita and the GDP per capita of richer countries. Closing this gap is called convergence. To converge, poorer countries have to grow at more rapid rates than richer countries. Since 1960, Japan, Italy, and France all have grown more rapidly than the United States and have narrowed the gap in per capita incomes.



convergence The process by which poorer countries close the gap with richer countries in terms of real GDP per capita.



Let’s look at some evidenceprovided by two distinguished international economists, Maurice Obstfeld of the University of California, Berkeley, and Kenneth Rogoff of Harvard University. Figure 8.2 plots the average growth rate for 16 currently developed ◀



3.0



FIGURE 8.2



Growth Rates versus Per Capita Income, 1870–1979 Each point on the graph represents a different currently developed country. Notice that the countries with the lowest per capita incomes in 1870 (shown along the horizontal axis) are plotted higher on the graph. In other words, the tendency was for countries with lower levels of initial income to grow faster.



2.5 ) % ( et ar 2.0 th w o r G



SOURCE: M. Obstfeld and K. Rogoff, Foundations of International Macroeconomics (Cambridge, MA: MIT Press, 1996), Table 7.1.
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countries from 1870 to 1979 against the level of per capita income in 1870. Each point represents a different country. Notice that the countries with the lowest initial per capita incomes are plotted higher on the graph. That is, they had higher growth rates than the countries with more income per capita. The downward-sloping line plotted through the points indicates that the countries with higher levels of per capita income in 1870 grew more slowly than countries with lower levels. In other words, thetendency was for countries with lower levels of initial income to grow fasterand catch up. The graph shows that among the currently developed countries—for example, the United States, France, and the United Kingdom—there was a tendency for convergence over the last century. Now let’s compare the countries that are currently less developed to the advanced industrial countries using the data in Table 8.1 . Here, the picture is not so clearin recent times. While Mexico grew at a faster rate than the United States, Pakistan grew only 1.53 percent per year and fell farther behind advanced economies. In Africa, Zambian GNI per capita grew only slightly more than 1 percent. In general, economists who have studied the process of economic growth in detail find weak evidence that poorer countries are currently closing the gap in per capita income with richercountries. Indeed, in the last 20 years there has been little convergence. Economist Stanley Fischer, governor of the Bank of Israel and formerlywith the IMF and the Massachusetts Institute of Technology, found that, on average, countries with higher GDP per capita in 2 1980 grew slightly faster from 1980 to 2000 than countries with lower GDP per capita. African countries, which were among the poorest, grew most slowly. However, there were some important exceptions: The two most populous countries, China and India, grew very rapidly. Because these countries contain approximately 35 percent of the world’s population, the good news is that living conditions for many people around the globe have therefore improved substantially in the last 20 years.
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GLOBAL WARMING, RICH COUNTRIES, AND POOR COUNTRIES APPLYING THE CONCEPTS #1: How may global warming affect economic growth?



Many people believe that global warming will hurt economic development, but research shows that the effects are more complex. Recent research by economists Melissa Dell, Benjamin Jones, and Benjamin Olken provides some useful insights. First, the adverse effects of increases in temperature seem to afflict mainly the poor countries, most of whom are dependent on agriculture. Rich countries do not suffer from increases in temperature. In a study of municipalities within Latin and South America, the economists found that a one-degree Celsius risein temperature was associated with between a 1.2and 1.9 percentage decline in municipal percapita income. Over time, as economies adapt to higher temperatures approximately half of this effect disappears. Second, some of the adverse effects from higher temperatures seem to work through international trade. A one-degree Celsius increase in temperatures reduces poor countries’ exports between 2.0 and 5.7 percentage points. The effect appears to be concentrated within the agricultural and light manufacturing goods sectors. The fact that poor countries are affected but not rich countries suggests that the timing of global warming may matter. If global warming can be deferred sufficiently far into the future, poorer countries will have opportunities to develop and perhaps be less subject to global warming trends. However, if global warming occurs relatively soon, then poor countries are likely to be adversely affected. Related to Exercise 1.9 . SOURCES: Based on Melissa Dell, Benjamin Jones, and Benjamin Olken, “Temperature and Income: Reconciling Cross-Sectional and Panel Estimates,” American Economic Review Papers & Proceedings (May 2009): 199–204, and Benjamin Jones and Benjamin Olken, “Climate Shocks and Exports,” American Economic Review Papers & Proceedings (May 2010).
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ECONOMIC EQUALITY MAY SUSTAIN ECONOMIC GROWTH APPLYING THE CONCEPTS #2: Is there a necessary trade-off between equality and growth?



What is the connection between inequality and economic growth? Is there a trade-off such that higher growth can only occur if there is increased inequality? Perhaps surprisingly, some recent research suggests that this may not be the case—equality may be beneficial to economic growth. Andrew Beg and Jonathan Ostry explored the factors that determined why some countries had longer spells of sustained growth than others. Almost all countries can begin to grow, but it is more difficult to sustain growth. What they found was that when there was more equality, spells of growth within a country tended to last longer. Other important factors appeared to be the quality of political institution and an economy’s openness to trade. Why might equality have a beneficial effect? The authors speculate that, when there is more equality, governments may be able to have enough power and authority to make the tough choices to sustain growth. Growth and equality could, however, possibly be caused by some common factor. For example, well-functioning markets for credit and loans may lead to both more growth and more equality. The good news is that it does not appear necessary to create inequality in order to promote growth. Related to Exercise 1.10 . SOURCE: Based on Andrew G. Berg and Jonathan D. Ostry, “Equality and E fficiency,” Finance & Development, September 2011, Vol. 48, No. 3.



Other commentators are less sanguine. Professor Brad DeLong at UC Berkeley wrote, “Those nations and economies that were relatively rich at the start of the twentieth century have by and large seen their material wealth and prosperity explode. Those nations and economies that were relatively poor have grown richer, but for the most part slowly. And the relative gulf between rich and poor economies has grown steadily. Today this relative gulf is larger than at any time in humanity’s previous experience, or at least larger than at any time since there were some tribes that had discovered how to use fire and other tribes that had not.”3 What about the distribution of income within countries as they develop? Many economists thought that as countries developed, inequality would increase among their populations. But recent research challenges this finding.



8.2



Capital Deepening



One of the most important mechanisms of economic growth economists have identified is increases in the amount of capital per worker due to capital deepening. In Chapter 7, We studied the effects of an increase in capital in a full-employment economy. Figure 8.3 shows the effects on output and real wages. For simplicity, we assume the B). supply of labor affected real wages therefore draw a vertical line (see Panel In Panel A, is annot increase in by capital shifts and the production function upward because more output can be produced from thesame amount of labor. In addition, firms increase their demand for labor because the marginal benefit from employing labor will increase. Panel B shows how the increase in capital raises the demand for labor and increases real wages. That is, as firms increase their demand and compete for a fixed supply of labor, they will bid up real wages in the economy.
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FIGURE 8.3



Increase in the Supply of Capital An increase in the supply of capital will shift the production function upward, as shown in Panel A, and increase the demand for labor, as shown in Panel B. Real wages will increase from W1 to W2, and potential output will increase from Y1 to Y2.
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An economy is better off with an increase in the stock of capital. With additions to the stock of capital, workers will enjoy higher wages, and total GDP in the economy will increase. Workers are more productive because each worker has more capital at his or her disposal. But how does an economy increase its stock of capital per worker? The answer is with saving and investment, which we’ll discuss next.



Saving and I nvestment



saving Income that is not consumed.



Let’s begin with the simplest case: an economy with a constant population, producing at full employment. This particular economy has no government or foreign sector. Its output can be purchased only by consumers or by firms. In other words, output consists solely of consumption ( C) and investment (I). At the same time, output generates an amount of income equivalent to the amount of output. That is, output ( Y) equals income. Any income that is not consumed we call saving. In this economy, saving must equal investment. Here’s why: By definition, consumption plus saving equals income:
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+



S
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Y



but at the same time income—which is equivalent to output—also equals consumption plus investment:



C



+



I



=



Y



Thus, saving must equal investment:



S



=



I



This means that whatever consumers decide to save goes directly into investment. Here is a simple way to remember this idea: A farmer produces corn ( Y) and can either



 PART 3



consume it directly ( C) or set it aside as “seed corn” (I) for next year. The part the farmer sets aside and does not consume is also the farmer’s saving (S). Next, we need to link the level of investment in the economy to the stock of capital in the economy. The stock of capital depends on two factors: investment and depreciation. The stock of capital increases with any gross investment spending but decreases with depreciation. Why does depreciation decrease the stock of capital? The answer is simple: As capital stock items such as buildings and equipment get older (depreciate), they wear out and become less productive. New investment is needed to replace the buildings and equipment that become obsolete. Suppose, for example, the stock of capital at the beginning of the year is $10,000. During the year, if there were $1,000 in gross investment and $400 in depreciation, the capital stock at the end of the year would be $10,600 (= $10,000 + $1000 - $400). It may be helpful to picture a bathtub. The level of water in the bathtub (the stock of capital) depends on the flow of water into the bathtub through the input faucet (gross investment) minus the flow of water out of the bathtub down the drain (depreciation). As long as the flow in exceeds the flow out, the water level in the bathtub (the stock of capital) will increase. Higher saving, which leads to higher gross investment, will therefore tend to increase the stock of capital available for production. As the stock of capital grows, however, there typically will be more depreciation, because there is more capital (building and equipment) to depreciate. It is the difference between gross investment and depreciation—net investment—that ultimately determines the change in the stock of capital for the economy, the level of real wages, and output. In our example, net investment is $1,000 - $400 = $600.



How Do Population Growth, Government, and Trade A f f e c t C a p i t a l D e e p e n in g ? So far, we’ve considered the simplest economy. Let’s consider a more realistic economy that includes population growth, a government, and trade. First, consider the effects of population growth: A larger labor force will allow the economy to produce more total However, fixed amount of capital and an increasing labor force, theoutput. amount of capitalwith per aworker will be less. With less capital per worker, output per worker will also be less, because each worker has fewer machines to use. This is an illustration of the principle of diminishing returns.
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Suppose that output is produced with two or more inputs and that we increase one input while holding the other inputs fixed. Beyond some point—called the point of diminishing returns—output will increase at a decreasing rate.



Consider India, the world’s second most populous country, with over a billion people. Although India has a large labor force, its amount of capital per worker is low. With sharp diminishing returns to labor, per capita output in India is low, only $2,960 per person. The government can affect the process of capital deepening in several ways through its policies of spending and taxation. Suppose the government taxed its citizens so that it could fight a war, pay its legislators higher salaries, or give foreign aid to needy countries—in other words, to engage in government consumption spending. The higher taxes will reduce total income. If consumers save a fixed fraction of their income, total private savings (savings from the nongovernmental sector) will fall. This taxation drains the private sector of savings that would have been used for capital deepening.
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Now suppose the government took all the extra tax revenues and invested them in valuable infrastructure, such as roads, buildings, and airports. These infrastructure investments add to the capital stock. We illustrate this idea in Figure 8.4 . If consumers were saving 20 percent of their incomes and the government collected $100 in taxes from each taxpayer, private saving and investment would fall by $20 per taxpayer, but government investment in the infrastructure would increase by a full $100 per taxpayer. In other words, the government “forces” consumers (by taxing them) to invest an additional $80 in infrastructure that they otherwise wouldn’t invest. The net result is an increase in total social investment (private plus government) of $80 per taxpayer. ▶



FIGURE 8.4
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Taxes and Government Investment If the government raises taxes by $100 and the people tend to save 20 percent of changes in income, then private savings and investment will fall by $20. However, if the government invests the funds, total investment—private and public—will increase by $80.
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Finally, the foreign sector can affect capital deepening. The United States, Canada, and Australia built their vast railroad systems in the nineteenth century by running trade deficits—selling fewer goods and services to the rest of the world than they were buying—and financing this gap by borrowing. This enabled them to purchase the large amount of capital needed to build their rail networks and grow at more rapid rates by deepening capital. Eventually, these economies had to pay back the fundsservices they had borrowed abroad by they running surpluses more goods and to the rest of from the world than weretrade buying from—selling abroad. But because economic growth had increased their GDP and wealth, the three countries were able to afford to pay back the borrowed funds. Therefore, this approach to financing deepening capital was a reasonable strategy for them to pursue. Not all trade deficits promote capital deepening, however. Suppose a country runs a trade deficit because it wants to buy more consumer goods. The country would be borrowing from abroad, but there would be no additional capital deepening—just additional consumption spending. When the country is forced to pay back the funds, there will be no additional GDP to help foot the bill. In order to fund current consumption, the country will be poorer in the future.



8.3



The Key Role of Technological Progress



The oth er mechanism aff ect ing economic growth is techn ologi cal pro gress. Economists use the term technological progress in a very specific way: It means an economy operates more efficiently by producing more output without using any more inputs. technological progress can take many forms. The invention of In practice, the light bulb made it possible to read and work indoors at night, the invention of the thermometer assisted doctors and nurses in their diagnoses, and the invention of disposable diapers made life easier at home. All these examples—and you could provide many more—enable society to produce more output without more labor or more capital. With higher output per person, we enjoy a higher standard of living.
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We can think of technological progress as the birth of new ideas. These new ideas enable us to rearrange our economic affairs and become more productive. Not all technological innovations are necessarily major scientific breakthroughs; some are much more basic. An employee of a soft-drink company who discovers a new and popular flavor for a soft drink is engaged in technological progress, just like scientists and engineers. Even simple, commonsense ideas from workers or managers can help a business use its capital and labor more efficiently to deliver a better product to consumers at a lower price. For example, a store manager may decide that rearranging the layout of merchandise and location of cash registers helps customers find products and pay for them more quickly and easily. This change is also technological progress. As long as there are new ideas, inventions, and new ways of doing things, the economy can become more productive and per capita output can increase.



How Do We Measure Technolog



ical Progress?



If someone asked you how much of the increase in your standard of living was due to technological progress, how would you answer? Robert Solow, a Nobel Laureate in economics from the Massachusetts Institute of Technology, developed a method for measuring technological progress in an economy. Like most good ideas, his theory was simple. It was based on the idea of a production function. You know from Chapter 7 that the production function links inputs to outputs:



Y
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F 1 K, L 2



where output (Y) is produced from capital (K) and labor (L), which are linked through the production function (F). What Solow did was include in the production function some measure of technological progress, A:



Y
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Increases in A represent technological progress. Higher values of A mean that more output is produced from the same level of inputs K and L. If we could find some way to measure A, we could estimate how much technological progress affects output. Solow noted that over any period we can observe increases in capital, labor and output. Using these we can measure technological progress indirectly. We first ask how much of the change in output can be explained by contributions from increases in the amount of capital and labor used. Whatever growth we cannot explain in this way must therefore be caused by technological progress. The method Solow developed to measure the contributions to economic growth from capital, labor, and technological progress is called growth accounting. Figure 8.5 illustrates the relative contributions of these growth sources for the U.S. economy from 1929 to 1982 using growth accounting, based on a classic study by the economist Edward Denison. During this period, total output grew at a rate of nearly 3 percent. Because capital and labor growth are measured at 0.56 and 1.34 percent per year, respectively, the remaining portion of output growth, 1.02 percent per year, must be due to technological progress. That means approximately 35 percent of output growth came directly from technological progress. Capital 0.56% Technology 1.02%



growth accounting A method to determine the contribution to economic growth from increased capital, labor, and technological progress.
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FIGURE 8.5



Contributions to Real GDP Growth, 1929–1982 (average annual percentage rates) SOURCE: Edward F. Denison,Trends in American Economic Growth 1929–1982 (Washington, D.C.: The Brookings Institution, 1985).
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Other recent estimates give a similar picture of the contribution of technological progress to economic growth. For example, the Bureau of Labor Statistics estimates that between 1987 and 2007 technological progress accounted for 1.0 percentage points of economic growth in the private nonfarm business sector, very similar to Denison’s estimates.



Using Growth



Accounting



Growth accounting is a useful tool for understanding different aspects of economic growth. As an example, economic growth slowed throughout the entire world during the 1970s. Using growth accounting methods, economists typically found the slowdown could not be attributed to changes in the quality or quantity of labor inputs or to capital deepening. Either a slowdown in technological progress or other factors not directly included in the analysis, such as higher worldwide energy prices, must have been responsible. This led economists to suspect that higher energy prices were the primary explanation for the reduction in economic growth. Review the two other applications of how economists use growth accounting. The first compares growth in China and India, the second explores how growth accounting can be used when capital is hard to measure.
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SOURCES OF GROWTH IN CHINA AND INDIA APPLYING THE CONCEPTS #3: How can we use economic analysis to understand the sources of growth in different countries?



China and India are the two most populous countries in the world and have also grown very rapidly in recent years. From 1978 to 2004, GDP in China grew at the astounding rate of 9.3 percent per year while India’s GDP grew at a lower but still robust rate of 5.4 percent per year. What were the sources of this growth? Economists Barry Bosworth from the Brookings Institution and Susan Collins from the University of Michigan used growth accounting to answer this question. Employment in China and India both grew at 2 percent per year over the period, so the remaining differences must be attributed to capital deepening and technological progress. Bosworth and Collins in turn broke capital deepening into two parts: increases in physical capital (buildings, machines, and equipment) and increases in human capital (the knowledge of workers, as measured by their educational attainment). Their analysis revealed that China’s more rapid growth was primarily caused by more rapid accumulation of physical capital and more rapid technological progress. The contributions from human capital for each country were similar. Why did China grow faster than India over this 26-year period? Simply put, China invested much more than India in physical capital and was able to increase its technological progress at a more rapid rate. Looking ahead, Bosworth and Collins find no evidence that growth in China and India is slowing. Capital formation and technological progress is still rapid in both countries and India has even improved its rate of technological advance in recent years. Despite this rapid growth and pockets of wealth in major cities, both countries are still poor: Chinese GNP per capita is only 15 percent and India’s GDP is only 8 percent of U.S. GNP per capita. But at these growth rates, the gap will diminish in the coming decades. Related to Exercises 3.3 and 3.6 . SOURCE: Based on B arry Bosworth and Su san M. Collins, “Accounting for Growth: Comparing China and India,”Journal of Economic Perspectives (Winter 2008): 45–66.
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Before we complete our discussion of growth accounting, we will introduce one more term. In analyses of the sources of economic growth, a common statistic reported about the U.S. economy is labor productivity. Defined as output per hour of work, labor productivity is a simple measure of how much a typical worker can produce given the amount of capital in the economy and the state of technological progress. Figure 8.6 shows U.S. productivity growth for different periods since 1947. From 1947 to the worldwide oil crisis in 1973, labor productivity grew rapidly. Productivity growth fell in the remainder of the 1970s and slowly increased over the next two decades. Since 2007, productivity growth has also slowed from recent trends, partly due to the recession. Economists have used growth accounting to help explain these trends in productivity growth in the United States. Economic research suggests that the oil shocks in the 1970s reduced technological progress but the information revolution in the 1980s and 1990s led to a resurgence of technological progress.



labor productivity Output produced per hour of work.
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FIGURE 8.6



U.S. Annual Productivity Growth, 1947–2011 3
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GROWTH ACCOUNTING AND INTANGIBLE CAPITAL APPLYING THE CONCEPTS #4: How do you measure the technological revolution?



Traditional growth theory focused on easily measured items, such as hours of work or the amount of physical capital. But as our economy advances, we all recognize that the factors that contribute to production are harder to measure. For example, why has Google had such a big impact on our economy? They do not produce machines or cars—they mostly produce ideas and information-related products. Can we still use growth accounting in this new world? A number of economists have thought long and hard about this problem and have made considerable progress in adapting growth accounting to this new environment. The idea they use is to create a measure of “intangible” capital based on expenditures on research and development, marketing, design, and customer support. Once they have this measure of intangible capital, they can use it along with conventional measures of capital and labor to understand the sources of economic growth. Estimates by economists Carol Corrado and Charles Hulten sugges t that intangible capital is an important source of economic growth. They found that in recent years, the contribution from intangible capital actually exceeded the contribution from traditional or tangible capital. Together, the two capital measures also contributed more to economic growth than technological progress.Related to Exercises 3.7 and 3.8 . SOURCES: Based on Carol A. Corrado and Charles R. Hulten, “How Do You Measure a ‘Technological Revolution’?” American Economic Review, Papers and Proceedings, May 2010, pp. 99–104.



Productivity growth was very high in the United States until the first oil shock in 1973. It slowly began to increase over the next several decades. SOURCE: Bureau of Labor Statistics, 2012.
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8.4



What Causes Technological Progress?



Because technological progress is an important source of growth, we want to know how it occurs and what government policies can doto promote it. Economists have identified a variety of factors that may influence the pace of technological progress in an economy.



Research and



Development Funding



One way for a country to induce more technological progress in its economy is to pay for it. If the government or large firms employ workers and scientists to advance the frontiers of knowledge in basic sciences, their work can lead to technological progress in the long run. Figure 8.7 presents data on the spending on research and development as a percent of GDP for seven major countries for 1999. The United States has the highest number of scientists and engineers in the world. However, although it spends the most money overall, as a percent of GDP the United States spends less than Japan. Moreover, a big part of U.S. spending on research and development is in defense-related areas, unlike in Japan. Some economists believe defense-related research and development is less likely to lead to long-run technological change than nondefense spending; however, many important technological developments, including the Internet, partly resulted from military-sponsored research and development. ▶



FIGURE 8.7



Research and Development as a Percent of GDP, 1999 The United States spends more total money than any other country on research and development. However, when the spending is measured as a percentage of each nation’s GDP, Japan spends more. A big part of U.S. spending on research and development is in defense-related areas. SOURCE: National Science Foundation, National Patterns of R&D Resources, 2002, Washington D.C.
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creative destruction The view that a firm will try to come up with new products and more efficient ways to produce products to earn monopoly profits.
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Spur Innovation



The radical notion that monopolies spur innovation was put forth by economist Joseph Schumpeter. In Schumpeter’s view, a firm will try to innovate—that is, come up with new products and more efficient ways to produce existing products—only if it reaps a reward. The reward a firm seeks from its innovations is high profit, and it can obtain a high profit if it is the sole seller, or monopolist, for the product. Other firms will try to break the firm’s monopoly through more innovation, a process Schumpeter called creative destruction. Schumpeter believed that by allowing firms to compete to become monopolies, society benefits from increased innovation. Governments do allow temporary monopolies for new ideas by issuing patents. A patent allows the inventor of a product to have a monopoly until the term of the patent expires, which in the United States is now 20 years. With a patent, we tolerate some monopoly power (the power to raise prices that comes with limited competition) in the hope of spurring innovation. An idea related to patents that is becoming increasingly important is the need to protect intellectual property rights. Information technology has made possible the free flow of products and ideas around the world. Publishers of both books and computer software face problems of unauthorized copying, particularly in some developing
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countries. While residents of those countries clearly benefit from inexpensively copied books or software, producers in the developed countries then face reduced incentives to enter the market. Even in the United States, pirated music and movies pose a threat to the viability of the entertainment industry. Large and profitable firms may continue to produce despite unauthorized copying, but other firms may be discouraged. The United States has put piracy and unauthorized reproduction among its top agenda items in recent trade talks with several countries.



T h e S c a l e o f t h e M a rk e t Adam Smith stressed that the size of a market was important for economic development. In larger markets, firms have more incentives to come up with new products and new methods of production. Just as Schumpeter suggested, the lure of profits guides the activities firms, and larger markets provide firmstrade. the opportunity to make larger profits. of This supplies another rationale for free With free trade, markets are larger, and there is more incentive to engage in technological progress.



Induced Innovations Some economists have emphasized that innovations come about through inventive activity designed specifically to reduce costs. This is known as induced innovation. For example, during the nineteenth century in the United States, the largest single cost in agriculture was wages. Ingenious farmers and inventors came up with many different machines and methods to cut back on the amount of labor required.



Education, Human Capital, of Knowledge



and the Accumulation



Education can contribute to economic growth in two ways. First, the increased knowledge and skills of people complement our current investments in physical capital. Second, education can enable the workforce in an economy to use its skills to develop new ideas or to copy ideas or import them from abroad. Consider a developing country today. In principle, it has at its disposal the vast accumulated knowledge of the developed economies. But using this knowledge probably requires a skilled workforce—one reason why many developing countries send their best students to educational institutions in developed countries. Increasing knowledge and skills are part of human capital—an investment in human beings. Human capital is as important, maybe even more important, than physical capital. Many economists, including Nobel Laureate Gary Becker of the University of Chicago, have studied human capital in detail. A classic example of human capital is the investment a student makes to attend college. The costs of attending college consist of the direct out-of-pocket costs (tuition and fees) plus the opportunity costs of forgone earnings while at school. The benefits of attending college are the higher wages and more interesting jobsoffered to college graduates compared to high-school graduates. Individuals decide to attend college whenthese benefits exceed the costs, and it isa rational economic decision. A similar calculation faces a newly graduated doctor who must decide whether to pursue a specialty. Will the forgone earnings of a general physician (which are quite substantial) be worth the time spent learning a specialty that will eventually result in extra income? We can analyze investments in health and nutrition within the same framework. The benefits ofregular exercise and watching your weight are a healthier lifestyle and higher energy level. Human capital theory has two implications for understanding economic growth. First, not all labor is equal. When economists measure the labor input in a country, they must adjust for differing levels of education. These levels of education reflect past investments in education and skills; individuals with higher educational levels will, on average, be more productive. Second, health and fitness also affect productivity. In developing countries, economists have found a strong correlation between the height of individuals (reflecting their health) and the wages they can earn in the farming sector.
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Human capital theory can also serve asa basis for important public policy decisions. Should a developing country invest in capital (either public or private) or in education? The poorest developing countries lack good sanitation systems, effective transportation, and capital investment for agriculture and industry. However, the best useof investment funds may not be for bridges, sewer systems, and roads, but for human capital andeducation. Studies demonstrate that the returns from investing in education are extremely high in developing countries. The gains from elementary and secondary education, in particular, often exceed the gains frommore conventional investments. In developing countries, an extra year in school can often raise individuals’ wages by 15 to20 percent a year.



New Grow th Theory For many years, economists who studied technological progress typically did so



new growth theory Modern theories of growth that try to explain the srcins of technological progress.



independently of economists who studied models of economic starting in the mid-1980s, several economists, including Nobel Laureategrowth. Robert But E. Lucas of the University of Chicago and Paul Romer of Stanford University, began to develop models of growth that contained technological progress as essential features. Their work helped to initiate what is known as new growth theory , which accounts for technological progress within a model of economic growth. In this field, economists study, for example, how incentives for research and development, new product development, or international trade interact with the accumulation of physical capital. New growth theory enables economists to address policy issues, such as whether subsidies for research and development are socially justified and whether policies that place fewer taxes on income earned from investment will spur economic growth or increase economic welfare. Current research in economic growth now takes place within a broad framework that includes explanations of technological progress. As an example, new growth theory suggests that investment in
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THE ROLE OF POLITICAL FACTORS IN ECONOMIC GROWTH APPLYING THE CONCEPTS #5: How do varying political institutions affect economic growth?



Economist Daron Acemoglu of the Massachusetts Institute of Technology has written extensively about the role of political institutions and economic growth. Acemoglu distinguishes broadly between two types of political institutions: authoritarian institutions, such as monarchies, dictatorships, or tightly controlled oligarchies, and participatory institutions, such as constitutionally limited monarchies and democracies. History has witnessed growth under both types of regimes. At various points in time, China, Spain, Turkey, and ancient Greece and Rome all exhibited technological innovation and economic growth. But transformative economic growth, such as the world witnessed with the Industrial Revolution that began in western Europe in the late 1700s, typically requires more participatory institutions. The key reason is that sustained technological progress is disruptive and authoritarian regimes have difficulty coping with all the subsequent changes. Acemoglu highlights the fall in the old, authoritarian regimes in Europe and the rise of constitutional or limited monarchies that set the preconditions for the birth of the Industrial Revolution. Acemoglu’s theory does raise important questions for today. Can China, with its authoritarian political culture, continue to grow without eventual political transformation? If that does eventually come, can it be absorbed peacefully within the society? Related to Exercise 4.6 . SOURCE: Based on Daron Acemoglu, epilogue to Introduction to Modern Economic Growth (University Press, 2009).



 PART 3



comprehensive education in a developing country will lead to permanent increases in the rate of technological progress as the workforce will be better able to incorporate new ideas and technologies into the workplace. Some researchers also suggest the type of education might also matter for technological innovation. Philippe Aghion of Harvard University and Peter Howitt of Brown University make the case that when a country is far behind the world’s technological frontier, it is best for that country to invest in relatively basic education so that the workforce can essentially copy the changes that are occurring in the more advanced economies. But once an economy reaches the world’s technological frontier, investment in the most advanced higher education might be most advantageous.4 New growth theory suggests that any social factor influencing the willingness of individuals to pursue technological advancement will be a key to understanding economic growth. Can cultural factors also play a role? The historical sociologist Max Weber argued that changes in religious beliefs could help us understand growth, as he emphasized how the rise of Protestantism, with its emphasis on the individual, set the stage for the Industrial Revolution in Europe. This thesis has always been controversial because the links between changes in religious beliefs and changes in economic or other behaviors are not well understood. More recently, Professor Gregory Clark has emphasized how the growth of middle-class values in England could possibly explain why the Industrial Revolution began there.
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CULTURE, EVOLUTION, AND ECONOMIC GROWTH APPLYING THE CONCEPT #6: Did culture or evolution spark the Industrial Revolution?



In studying the economic history of England before the Industrial Revolution, Professor Gregory Clark discovered an interesting fact. Examining archival data on wills and estates, he found that children of the more affluent members of English society were more likely to survive than those of the less affluent. Coupled with the slow growth of population over several centuries, this differential survival of the wealthy had the effect of creating downward mobility for the rich, as their sons and daughters increasingly populated the society. According to Professor Clark, this change had profound effects on English society. The cultural habits of the rich filtered through the entire society. Social virtues such as thrift, prudence, and hard work became more commonplace, while impulsive and violent behaviors were reduced. Eventually, these changes in culture became sufficiently pronounced that a qualitative change took place in society. Individuals now were able to take advantage of new developments in science and technology and embrace new technologies and social change. Economists Oded Galor and Omer Moav suggest that development can be viewed in more traditional evolutionary terms. They argue that at some point during the human evolutionary process, families that had fewer children but invested more in them gained a competitive advantage in the evolutionary cycle. The offspring of these families had more human capital and more easily adapted to technological progress and the other changes that were taking place in societies. Human genetic evolution, in their view, set the stage for the Industrial Revolution. Both views share some similarities. According to Clark, the evolution was primarily cultural, whereas for Galor and Moav it was genetic. In both cases, however, humans transformed themselves as the Industrial Revolution began. Related to Exercise 4.10 . SOURCES: Based on Gregory Clark, A Farewell to Alms (Princeton: Princeton University Press, 2007) and Oded Galor and Omer Moav, “Natural Selection and the Origin of Economic Growth,” Quarterly Journal of Economics (November 2002): 1133–1191.
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CHAPTER 8 • WHY DO ECONOMIES GROW?



8.5



A Key Governmental Role: Providing the Correct Incentives and Property Rights



As we discussed in Chapter 3, governments play a critical role in a market economy. They must enforce the rules of the market economy, using police powers to ensure that contracts are upheld, individual property rights are enforced, and firms can enter safely into economic transactions. Although we may take these features of our economy for granted, not all countries enjoy the benefits of clear enforcement of property rights. What is the connection between property rights and economic growth? Without clear property rights, there are no proper incentives to invest in the future—the essence of economic growth. Suppose, for example, that you lived on land that needed costly improvements in order to be made valuable. You might be willing to make the investment in these improvements if you were sure you would gain the economic benefits fromthat making But suppose there was a risk someone else would reap the benefits—in case,them. you would not have incentive to invest. Clear property rights are, unfortunately, lacking in many developing countries throughout the world. As many economists have argued, their absence has severely impeded the growth of these economies. Governments also have a broader role in designing the institutions in which individuals and firms work, save, and invest. Economists have increasingly recognized the importance of these institutions in determining economic growth. For example, the residents of Hong Kong link their rapid economic growth to free and open institutions that provide the right incentives for technological innovations. They wanted to preserve these institutions after they officially became part of China in 1997 and have indeed been successful in maintaining an open society. But for many countries, growth has been more elusive. For many years, international organizations such as the World Bank—a consortium of countries created to promote development—have tried a variety of diverse methods to assist developing countries. These have included increases in foreign aid, infusions of new machinery, promotion of universal education, and efforts to stem population growth. Despite these efforts, some areas of the world, such as sub-Saharan Africa, have failed to grow at all.Easterly, a former World Bank economist, believes the World Bank William and other international organizations have failed to take into account one of the basic laws of economics: Individuals and firms respond to incentives. According to Easterly, governments in developing countries have failed to provide the proper economic environment that would motivate individuals and firms to take actions that promote economic development. 5 As an example, providing free schooling is not enough—individuals need to know their investments in education will pay off in the future in terms of higher incomes or better jobs. Without the prospect that it will lead to an improvement in their lives, individuals will not make the effort to obtain an education. What else can go wrong? Governments in developing countries often adopt policies that effectively tax exports, pursue policies that lead to rampant inflation, and enforce laws that inhibit the growth of the banking and financial sectors. The results are predictable: fewer exports, an uncertain financial environment, and reduced saving and investment. All these outcomes can cripple an economy’s growth prospects. Sometimes they are based on bad economic advice. Other times, racial or ethnic groups in polarized societies use the economic system to take advantage What of their rivals. can be done? In Easterly’s view, the World Bank and other international organizations need to stop searching for the magic bullet for development. Instead, they should hold governments responsible for creating the proper economic environment. With the right incentives, Easterly believes individuals and firms in developing countries will take actions that promote economic growth.
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LACK OF PROPERTY RIGHTS HINDERS GROWTH IN PERU APPLYING THE CONCEPTS #7: Why are clear property rights important for economic growth in developing countries?



On the hills surrounding Lima, Peru, and many other South American cities, large numbers of residents live in urban slums, many having taken over these lands through “urban invasions.” Many families have resided in these dwellings for a long time, and most have basic water, sewage, and electricity. But what they don’t have is clear titles to their properties. Hernando DeSoto, a Peruvian economist and author of The Mystery of Capital, has studied the consequences of “informal ownership” in detail. He argues that throughout the developing world, property is often held without clear title. Without this evidence of ownership, people are not willing to make long-term investments to improve their lives. But there are other important consequences as well. Economists recognize that strong credit systems—the ability to borrow and lend easily—are critical to the health of developing economies. But without clear title, people cannot use property as collateral (or security) for loans. As a consequence, the poor may in fact be living on very valuable land, but are unable to borrow against that land to start a new business. Also, the types of investments made will depend on the availability of credit. DeSoto observed that producing palm oil in Peru is very profitable, but it takes time and depends upon the ability to borrow funds. Production of coca paste—an ingredient of cocaine—does not take as much time and does not depend on finance. It is also a plague on the developed world. Switching farmers away from production of coca paste to palm oil requires improvements in finance, which are very difficult without clear property rights. Related to Exercise 5.7 . SOURCE: Based on Hernando DeSoto, The Mystery of Capital: Why Capitalism Triumphs in the West and Fails Everywhere Else (New York: Basic Books, 2000).



SUMMARY In this chapter, we explored 2 Economies grow through two basic mechanisms: capital the mechanisms of ecodeepening and technological progress . Capital deepening is nomic growth. Although an increase in capital per worker. Technological progress is an economists do not have a increase in output with no additional increases in inputs. complete understanding of 3 Ongoing technological progress will lead to sustained what leads to growth, they economic growth. regard increases in capital 4 Various theories try to explain the srcins of technological progress per worker, technological and determine how we can promote it. They include spending on progress, human capital, research and development,creative destruction, the scale of the and governmental institutions as key factors. Here are the main market, induced inventions, and education and the accumulation points to remember: of knowledge, including investments in human capital. Per capita GDP 1 varies greatly throughout the world. There 5 Governments can play a key role in designing institutions is debate about whether poorer countries in the world are that promote economic growth, including providing secure converging in per capita incomes to richer countries. property rights.
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Economic Growth Rates 1.10
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To gauge living standards across countries with populations of different sizes, economists use . In poor countries, the relative prices for nontraded goods (such as household services) to traded goods (such as jewelry) are than in rich countries. Economists who have studied economic growth find strong evidence for convergence among countries between 1980 and 2000. (True/False) At a 2 percent annual growth rate in GDP per capita, it will take years for GDP per capita to double. Learning to Look Up Data. Go to the Website for World Economic Outlook Database of the International Monetary Fund at http://www.imf.org/ external/pu bs/ft/weo/2012/01 /weodata/ind ex.aspx and create a table for 10 countries of your choosing showing GDP per capita adjusted for purchasing power parity in current international dollars for 2010 and 2011. Start by clicking on the “By Countries” link and then make your choices and prepare your report. Will the Poorer Country Catch Up? Suppose one country has a GDP that is one-eighth the GDP of its richer neighbor. But the poorer country grows at 10 percent a year, while the richer country grows at 2 percent a year. In 35 years, which country will have a higher GDP? (Hint: Use the rule of 70.) Understanding Convergence in a Figure. Suppose the line in Figure 8.2 was horizontal. What would that tell us about economic convergence? Growth in Per Capita GDP. The growth rate of real GDP per capita equals the growth rate of real GDP minus the growth rate of the population. If the growth rate of the population is 1 percent per year, how fast must real GDP grow for real GDP per capita to double in 14 years? Economic Growth and Global Warning. Basing your answer on the research reported in the text, is it likely that India is more vulnerable now to increases



1.11



in temperatures than it will be in 20 years? (Related to Application 1 on page 164.) Equality and Growth: Reverse Causation? Can you think of reasons why a sustained period of economic growth leads to more equality? In this case, sustained growth would cause equality. (Related to Application 2 on page 165.) Comparing Economic Performance Using International GDP Data. The Web site for the Penn World Tables ( http://pwt.econ.upenn.edu) contains historical economic data. Using this link, compare the relative growth performance for real GDP per capita of France and Japan from 1950 to 2000. Do the data support the theory of convergence for these two countries?
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Capital Deepening



In an economy with no government sector or foreign sector, saving must equal investment because a. total demand is equal to consumption and investment. b. total income is equal to consumption and saving. c. total income is equal to total demand. d. All of the above e. None of the above If everything else is held equal, an increase in the size of the population will total output and per capita output. If the private sector saves 10 percent of its income and the government raises taxes by $200 to finance public investments, total investment—private and public investment—will increase by . If a country runs a trade surplus to finance increased current consumption, it will have to reduce consumption in the future to pay back its borrowings. (True/False) Policies That Promote Capital Deepening. Which of the following will promote economic growth through capital deepening? a. Higher taxes used to finance universal health care



 Increased imports to purchase new DVD players for consumers c. Increased imports to purchase supercomputers for industry Diminishing Returns to Capital and Real Wages. Explain why this statement is wrong: “Since capital is subject to diminishing returns, an increase in the supply of capital will reduce real wages.” Government Spending, Taxes, and Investment. Suppose a government places a 10 percent tax on incomes and spends half the money from taxes on investment and half on public b.
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consumption goods, such asof military parades. Individuals save 20 percent their income and consume the rest. Does total investment (public and private) increase or decrease in this case? Trade Deficits: Capital Deepening or Consumption? Suppose a country that had balanced trade began to run a trade deficit. At the same time, consumption as a share of GDP increased but the investment share did not. Do you think there was an increase in capital deepening?
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The Key Role of Technological Progress



Robert Solow added to the conventional production function to account for technological change. Once we account for changes in the labor force, the nextStates. biggest source of the growth of GDP in theis United China has a higher rate of technological progress than India. (True/False) (Related to Application 3 on page 170.) Labor productivity growth was higher from 2007–2011 compared to recent years. (True/False) Technological Progress in Banking. Computers have revolutionized banking for consumers through the growth of ATMs and electronic bill paying capabilities. Why might not all of these improvements for consumers be counted as technological progress? Foreign Investment and Technological Progress. Many economists believe countries that open themselves to foreign investment of plant and equipment will benefit in terms of increased technological change because local companies will learn fromChina the foreign companies. In the several decades, has been more open to last foreign investment than India. Explain how this is consistent with the two countries’ patterns of economic growth. (Related to Application 3 on page 170.)



Coke and Pepsi. Soft-dri nk companies spend a considerable amount of money on marketing. Explain why these expenditures could be considered a form of capital. (Related to Application 4 on page 171.) Trends in Intangible Capital. The authors of the study in Application 4 found that intangible capital became more important relative to conventional capital in terms of accounting for economic growth in recent years. Can you explain their finding? (Related to Application 4 on page 171.) Health Insurance, Wages, and Compensation. In recent years, total compensation of employees—including benefits—has grown, but wages, not including benefits, have not. Explain why this may have occurred, taking into account that many employers provide health insurance to their employees and health-care costs have grown more rapidly than GDP. Is health insurance “free” to employees?
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What Causes Technological Progress?



Who developed the theory of scale of the market? a. Joseph Schumpeter b. Milton Friedman c. Adam Smith d. John Maynard Keynes Investment in human capital includes purchases of computers used by professors. (True/False) Which of the following may influence technological progress? a. The scale of the market b. Monopolies c. Research and development spending d. All of the above A policy of not enforcing patents or copyrights would the incentive to be innovative. Cutting the Length of Patents. Suppose a group of consumer activists claims drug companies earn excessive profits because of the patents they have on drugs. The activists advocate cutting the length of time that a drug company can hold a patent to five years. They argue that this will lead to lower prices for drugs because competitors will enter the market after the fiveyear period. Do you see any drawbacks to this proposal? Dictatorships and Economic Growth. Discuss this quote: “With for a strong dictators raise more money armieseconomy, and police to helpcould keep themselves in power. Therefore, dictators should welcome rapid economi c growth.” (Related to Application 5 on page 174.)
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Green Energy and Induced Innovations Suppose a country reduced imports of oil in order to raise the price of oil within the country . How would this affect the incentive to develop green energy technologies? Height and Weight during Rapid Industrialization. Economic historians have found that the average height of individuals in both the United States and the United Kingdom fell during the mid-nineteenth century before rising again. This was a period of rapid industrialization as well as migration into urban areas. What factors do you think might account for this fall in height and how would it affect your evaluation of economic welfare during the period? Going to Medical School at the Age of 50. Although we might admire someone who decides to attend medical school at the age of 50, explain using human capital theory why this is so rare. Timing and Cultural Explanations of Economic Growth. Some critics of cultural theories of economic growth note that some societies can suddenly start to grow very rapidly with no obvious accompanying cultural changes. How well does Professor Gregory Clark’s theory fit the rapid growth in some East Asian economies in recent years? (Related to Application 6 on page 175.)
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A Key Governmental Role: Providing the Correct Incentives and Property Rights



Clear property rights reduce growth in an economy because producers are not able to freely use innovations. (True/False) Which of the following methods has the World Bank not tried to assist developing countries?



Increases in foreign aid Infusions of new machinery c. Promotion of universal education d. Promotion of population growth The return from education in developing countries is often higher than in developed countries. (True/False) New growth theory suggests that consumption spending will lead to permanent increases in the rate of technological progress. (True/False) Diversity and Economic Growth. Some economists and political scientists have suggested that when communities are more racially or ethnically diverse, they invest less in education and spend more on private goods. Assuming this theory is true, what are the consequences for economic growth? The “Brain Drain” and Incentives for Education. Some economists are concerned about the “brain drain,” the phenomenon in which highly educated workers leave developing countries to work in developed countries. Other economists have argued that “brain drain” could create incentives for others in the country to secure increased education, and many of the newly educated might not emigrate. Explain why the “brain drain” could lead to increased education among the remaining residents. How would you test this theory? Secure Property Rights and Work outside the Home. With secure land titles, parents can work a.
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outside home (rather Explain than guarding property) and earnthe higher incomes. why thistheir might reduce child labor. (Related to Application 7 on page 177 .)



APPENDIX A A MODEL OF CAPITAL DEEPENING Here’s a simple model showing the links among saving, depreciation, and capital deepening. Developed by Nobel Laureate Robert Solow of the Massachusetts Institute of Technology, the Solow model will help us understand more fully the critical role technological progress must play in economic growth. We rely on one of our basic principles of economics to help explain the model as well as make a few simplifying assumptions. We assume constant population and no government or foreign sector. In the chapter, we discussed the qualitative effects of population growth, government, and the foreign sector on capital deepening. Here we focus solely on the relationships among saving, depreciation, and capital deepening. Figure 8A.1 plots the relationship in the economy between output and the stock of capital, holding the labor force constant. Notice that output increases as the stock of capital increases, but at a decreasing rate. This is an illustration of the principle of diminishing returns.
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FIGURE 8A.1



Diminishing Returns to Capital Holding labor constant, increases in the stock of capital increase output, but at a decreasing rate.
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Suppose output is produced with two or more inputs and we increase one input while holding the other inputs fixed. Beyond some point— called the point of diminishing returns—output will increase at a decreasing rate.



Increasing of capital output, butthe at astock decreasing rate.while holding the labor force constant will increase As Figure 8A.1 indicates, output increases with the stock of capital. But what causes the stock of capital to increase? The capital stock will increase as long as gross investment exceeds depreciation. Therefore, we need to determine the level of gross investment and the level of depreciation to see how the capital stock changes over time. Recall that without government or a foreign sector, saving equals gross investment. Thus, to determine the level of investment, we need to specify how much of output is saved and how much is consumed. We will assume that a fraction s of total output (Y) is saved. For example, if s 0.20, then 20 percent of GDP would be saved and 80 percent would be consumed. Total saving will be sY, the product of the saving rate and total output. In Panel A of Figure 8A.2, the top curve is total output as a function of the stock of capital. The curve below it represents saving as a function of the stock of capital. Because saving is a fixed fraction of total output, the saving curve is a constant fraction of the output curve. If the saving rate is 0.2, saving will always be 20 percent of output for any level of the capital stock. Total saving increases in the economy with the stock of capital, but at a decreasing rate. =



complete at oura constant model, we need determine saystock the capital stockTo depreciates rate of dtoper year. If ddepreciation. 0.03, the Let’s capital would depreciate at 3 percent per year. If the capital stock were 100 at the beginning of the year, depreciation would equal 3. Total depreciation can be written as dK, where K is the stock of capital. Panel B of Figure 8A.2 plots total depreciation as a function of the stock of capital. The larger the stock of capital, the more total depreciation there will be. Because the depreciation rate is assumed to be constant, total depreciation as a function of the =
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FIGURE 8A.2



Saving and Depreciation as Functions of the Stock of Capital
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(A) Saving as a Function of the Stock of Capital



(B) Depreciation as a Function of the Stock of Capital



stock of capital will be a straight line through the srcin. Then if there is no capital, there will be no depreciation, no matter what the depreciation rate. If the depreciation rate is 3 percent and the stock of capital is 100, depreciation will be 3; if the stock of capital is 200, the depreciation rate will be 6. Plotting these points will give a straight line through the srcin. We are now ready to see how the stock of capital changes: change in the stock of capital
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The stock of capital will increase—the change will be positive—as long as total saving in the economy exceeds depreciation. Figure 8A.3 shows how the Solow model works by plotting output, saving, and depreciation all on one graph. Suppose the economy starts with a capital stock K0. Then total saving will be given by point a on the saving schedule. Depreciation at the capital stock K0 is given by point b. Because a lies above b, total saving exceeds depreciation, and the capital stock will increase. As the capital stock increases, there will be economic growth through capital deepening. With more capital per worker in the economy, output is higher and real wages increase. The economy benefits from the additional stock of capital. ▶



FIGURE 8A.3



Basic Growth Model Starting at K0, saving exceeds depreciation. The stock of capital increases. This process continues until the stock of capital reaches its long-run equilibrium atK*.
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Using the graph, we can trace the future for this economy. As the stock of capital increases, we move to the right. When the economy reaches K1, total saving is at point c and total depreciation is at pointd. Because c is still higher thand, saving exceeds depreciation and the capital stock continues to increase. Economic growth continues. Eventually, after many years, the economy reaches capital stockK*. The level of output 182



 in the economy now isY*, and the saving and depreciation schedules intersect atpoint e. Because total saving equals depreciation, the stock of capital no longer increases. The process of economic growth throughcapital deepening has stopped. In this simple model, the process of capital deepening must eventually come to an end. As the stock of capital increases, output increases, but at a decreasing rate because of diminishing returns. Because saving is a fixed fraction of output, it will also increase but at a diminishing rate. On the other hand, total depreciation is proportional to the stock of capital. As the stock of capital increases, depreciation will always catch up with total saving in the economy. It may take decades for the process of capital deepening to come to an end. But as long as total saving exceeds depreciation, the process of economic growth through capital deepening will continue. What would happen if a society saved a higher fraction of its output? Figure 8A.4 shows the consequences of a higher saving rate. Suppose the economy were srcinally saving at a rate s1. Eventually, the economy would reach e1, where saving and depreciation meet. If the economy had started to save at the higher rate s2, saving would exceed depreciation at K1, and the capital stock would increase until the economy reached K2. At K2, the saving line again crosses the line representing depreciation. Output is higher than it was initially, but the process of capital deepening stops at this higher level of output. dK e2 Y
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FIGURE 8A.4



Increase in the Saving Rate A higher saving rate will lead to a higher stock of capital in the long run. Starting from an initial capital stock of K1, the increase in the saving rate leads the economy to K2.
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If there is ongoing technological progress, economic growth can continue. If technological progress raises GDP, saving will increase as well, because saving increases with GDP. This will lead to a higher stock of capital. In Figure 8A.5, technological progress is depicted as an upward shift of the saving function. The saving ◀
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FIGURE 8A.5



Technological Progress and Growth Technological progress shifts up the saving function and promotes capital deepening.
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 function shifts up because saving is a fixed fraction of output, and we have assumed that technological progress has raised the level of output. With a higher level of saving, the stock of capital will increase. If the stock of capital were srcinally at K0, the upward shift in the saving schedule will lead to increases in the stock of capital to K1. If there is further technological progress, capital deepening will continue. Technological progress conveys a double benefit to a society. Not only does the increased efficiency directly raise per capita output, it also leads to additional capital deepening. Therefore, output increases for two reasons. Let’s summarize the basic points of the Solow model: 1 Capital deepening, an increase in the stock of capital per worker, will occur as



long as total saving exceeds depreciation. As capital deepening occurs, there will be economic growth and increased real wages. 2 Eventually, the process of capital deepening will come to a halt as depreciation catches up with total saving. 3 A higher saving rate will promote capital deepening. If a country saves more, it will have a higher output. But eventually, the process of economic growth through capital deepening alone comes to an end, even though this may take decades to occur. 4 Technological progress not only directly raises output, but also it allows capital deepening to continue. It is possible to relax our assumptions and allow for population growth, government taxes and spending, and the foreign sector. In more advanced courses, these issues are treated in detail, but the underlying message is the same. There is a natural limit to economic growth through capital deepening. Technological progress is required to ensure that per capita incomes grow over time.
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and are the two factors that determine how the stock of capital changes over time. Which of the following causes capital deepening to come to an end? a. The marginal principle b. The principle of diminishing returns c. The principle of opportunity cost d. The reality principle A higher saving rate leads to a permanently higher rate of growth. (True/False)
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Germany and Japan after World War II. Much of the stock of capital in the economies of Japan and Germany was destroyed during World War II. Use the Solow model graph to show and explain why growth in these economies after the war was higher than that in the United States. Faster Depreciation. Suppose a society switches to equipment that depreciates rapidly. Use the Solow model graph to show what will happen to the stock of capital and output if the rate of depreciation increases.
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As we explained in previous chapters, recessions occur when output fails to grow and unemployment rises. But why do recessions occur? And how do economies recover from these recessions? In a sense, recessions are massive failures in economic coordination. For example, during the Great Depression in the 1930s, nearly one-fourth of the U.S. labor force was unemployed. Unemployed workers could not afford to buy goods and services. Factories that manufactured those goods and services had to be shut down because there was little or no demand. As these factories closed, even more workers became unemployed, fueling additional factory shutdowns. This vicious cycle caused the U.S. economy to spiral downward. This failure of coordination is not just a historical phenomenon. In December 2007 the economy also entered a very steep downturn—although not nearly as severe as the Great Depression. How could the destructive chain of events have been halted? Equally important is how economies can recover from recessions. The U.S. economy was very slow to recover from the Great Depression and did not truly reach full employment until World War II. And, despite active government intervention, the recovery from the 2007 recession was also painfully slow.
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•



Explain the role sticky wages and prices play in economic fluctuations.



•



List the determinants of aggregate demand.



•



Distinguish between the short-run and long-run aggregate supply curves.



•



Describe the adjustment process back to full employment. My Econ Lab My Econ La b helps you master each objective and study more efficiently.
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conomies do not always operate at full employment, nor do they always grow smoothly. At times, real GDP grows below its potential or falls steeply, as it did in the Great Depression. Recessions and excess unemployment occur when real GDP falls. At other times, GDP grows too rapidly, and unemployment falls below its natural rate. “Too slow” or “too fast” real GDP growth are examples of economic fluctuations— movements of GDP away from potential output. We now turn our attention to understanding these economic fluctuations, which are also called business cycles. During the Great Depression, there was a failure in coordination. Factories would have produced more output and hired more workers if there had been more demand for their products. In his 1936 book, The General Theory of Employment, Interest, and Money, British economist John Maynard Keynes explained that insufficient demand for goods and services was a key problem of the Great Depression. Following the publication of Keynes’s work, economists began to distinguish between real GDP in the long run, when prices have time to fully adjust to changes in demand, and real GDP in the short run, when prices don’t yet have time to fully adjust to changes in demand. During the short run, economic coordination problems are most pronounced. In the long run, however, economists believe the economy will return to full employment, although economic policy may assist it in getting there more quickly. In the previous two chapters, we analyzed the economy at full employment and studied economic growth. Those chapters provided the framework for analyzing the behavior of the economy in the long run, but not in the short run, when there can be sharp fluctuations in output. We therefore need to develop an additional set of tools to analyze both short- and long-run changes and the relationship between the two.



9.1



Sticky Prices and Their Macroeconomic Consequences



Why do recessions occur? We previously discussed how real adverse shocks to the economy could cause economic downturns. We also outlined the theory of real business cycles, which focuses on how shocks to technology cause economic fluctuations. Now we examine another approach to understanding economic fluctuations. Led by Keynes, many economists have focused attention on economic coordination problems. Normally, the price system efficiently coordinates what goes on in an economy—even in a complex economy. The price system provides signals to firms as to who buys what, how much to produce, what resources to use, and from whom to buy. For example, if consumers decide to buy fresh fruit rather than chocolate, the price of fresh fruit will rise and the price of chocolate will fall. More fresh fruit and less chocolate will be produced on the basis of these price signals. On a day-to-day basis, the price system works silently in the background, matching the desires of consumers with the output from producers.



Flexible and



Sticky Prices



But the price system does not always work instantaneously. If prices are slow to adjust, then they do not give the proper signals to producers and consumers quickly enough to bring them together. Demands and supplies will not be brought immediately into equilibrium, and coordination can break down. In modern economies, some prices are very flexible, whereas others are not. In the 1970s, U.S. economist Arthur Okun distinguished between auction prices , prices that adjust on a nearly daily basis, and custom prices , prices that adjust slowly. Prices for fresh fish, vegetables, and other food products are examples of auction prices—they typically are very flexible and adjust rapidly. Prices for industrial commodities, such as steel rods or machine tools, are custom prices and tend to adjust slowly to changes in demand. As shorthand, economists often refer to slowly adjusting prices as “sticky prices” (just like a door that won’t open immediately but sometimes gets stuck).



 PART 4



187



Steel rods and machine tools are input prices. Like other input prices, the price of labor also adjusts very slowly. Workers often have long-term contracts that do not allow employers to change wages at all during a given year. Union workers, university professors, high-school teachers, and employees of state and local governments are all groups whose wages adjust very slowly. As a general rule, there are very few workers in the economy whose wages change quickly. Perhaps movie stars, athletes, and rock stars are the exceptions, because their wages rise and fall with their popularity. But they are far from the typical worker in the economy. Even unskilled, low-wage workers are often protected from a decrease in their wages by minimum-wage laws. For most firms, the biggest cost of doing business is wages. If wages are sticky, firms’ overall costs will be sticky as well. This means that firms’ product prices will remain sticky, too. Sticky wages cause sticky prices and hamper the economy’s ability to bring demand and supply into balance in the short run.



How Demand D



etermines Output in the



Short Run



Typically, firms that supply intermediate goods such as steel rods or other inputs let demand—not price—determine the level of output in the short run. To understand this idea, consider an automobile firm that buys material from a steelmaker on a regular basis. Because the auto firm and the steel producer have been in business with one another for a long time and have an ongoing relationship, they have negotiated a contract that keeps steel prices fixed in the short run. But suppose the automobile company’s cars suddenly become very popular. The firm needs to expand production, so it needs more steel. Under the agreement made earlier by the two firms, the steel company would meet this higher demand and sell more steel—without raising its price—to the automobile company. As a result, the production of steel is totally determined in the short run by the demand from automobile producers, not by price. But what if the firm discovered that it had produced an unpopular car and needed to cut back on its planned production? The firm would require less steel. Under the agreement, the steelmaker would supply less steel but not reduce its price. Again, demand—not price—determines steel production in the short run. Similar agreements between firms, both formal and informal, exist throughout the economy. Typically, in the short run, firms will meet changes in the demand for their products by adjusting production with only small changes in the prices they charge their customers. What we have just illustrated for an input such as steel applies to workers, too, who are also “inputs” to production. Suppose the automobile firm hires union workers under a contract that fixes their wages for a specific period. If the economy suddenly thrives at some point during that period, the automobile company will employ all the workers and perhaps require some to work overtime. If the economy stagnates at some point during that period, the firm will lay off some workers, using only part of the union labor force. In either case, wages are sticky—they will not change during the period of the contract. Retail prices to consumers, like input prices to producers, are also subject to some “stickiness.” Economists have used information from mail-order catalogues to document this stickiness. Retail price stickiness is further evidence that many prices in the economy are simply slow to adjust. Over longer periods of time, prices do change. Suppose the automobile company’s car remains popular for a long time. The steel company and the automobile company will adjust the price of steel on their contract to reflect this increased demand. These price adjustments occur only over long periods. In the short run, demand, not prices, determines output, and prices are slow to adjust. To summarize, the short run in macroeconomics is the period in which prices do not change or do not change very much. In the macroeconomic short run, both formal and informal contracts between firms mean that changes in demand will be reflected primarily in changes in output, not prices.



short run in macroeconomics The period of time in which prices do not change or do not change very much.



 188



CHAPTER 9 • AGGREGATE DEMAND AND AGG



REGATE SUPPLY



ap pl ica



tio



n1



MEASURING PRICE STICKINESS IN CONSUMER MARKETS APPLYING THE CONCEPTS #1: What does the behavior of prices in consumer markets demonstrate about how quickly prices adjust in the U.S. economy?



Economists have taken a number of different approaches to analyze the behavior of retail prices. Anil Kashyap of the University of Chicago examined prices in consumer catalogs. In particular, he looked at the prices of 12 selected goods from L.L. Bean, Recreational Equipment, Inc. (REI), and The Orvis Company, Inc. Kashyap tracked several goods over time, including several varieties of shoes, blankets, chamois shirts, binoculars, and a fishing rod and fly. He found considerable price stickiness. Prices of the goods he tracked were typically fixed for a year or more (even though the catalogs came out every six months). When prices did eventually change, Kashyap observed a mixture of both large and small changes. During periods of high inflation, prices tended to change more frequently, as we might expect. Mark Bils of the University of Rochester and Peter Klenow of Stanford University examined the frequency of price changes for 350 categories of goods and services covering about 70 percent of consumer spending, based on unpublished data from the BLS for 1995 to 1997. Compared with previous studies they found more frequent price changes, with half of goods’ prices lasting less than 4.3 months. Some categories of prices changed much more frequently. Price changes for tomatoes occurred about every three weeks. And some, like coin-operated laundries, changed prices on average only every 612 years or so. Related to Exercises 1.5, 1.7, and 1.8. SOURCES: Based on Anil Kashyap, “Sticky Prices: New Evidence from Retail Catalogs,”Quarterly Journal of Economics 110, no. 1 (1995): 245–274, and Mark Bils and Peter Klenow, “Some Evidence on the Importance of Sticky Prices,” Journal of Political Economy 112, no. 5 (2004): 987–985.



9.2



Understanding Aggregate Demand



In this section, we develop a graphical tool known as the aggregate demand curve. Later in the chapter, we will develop the aggregate supply curve . Together the aggregate demand and aggregate supply curves form an economic model that will enable us to study how output and prices are determined in both the short run and the long run. This economic model will also provide a framework in which we can study the role the government can play in stabilizing the economy through its spending, tax, and money-creation policies.



What Is the



aggregate demand curve (AD) A curve that shows the relationship between the level of prices and the quantity of real GDP demanded.



Aggregate Demand



Curve?



Aggregate demand is the total demand for goods and services in an entire economy. In other words, it is the demand for currently produced GDP by consumers, firms, the government, and the foreign sector. Aggregate demand is a macroeconomic concept, because it refers to the economy as a whole, not to individual goods or markets. The aggregate demand curve (AD) shows the relationship between the level of prices and the quantity of real GDP demanded. An aggregate demand curve, AD, is shown in Figure 9.1. It plots the total demand for GDP as a function of the price level. (Recall that the price level is the average level of prices in the economy, as measured by a price index.) At each price level, shown on the y axis, we ask what the total quantity demanded will be for all goods and services in the economy, shown on the x axis.
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FIGURE 9.1



Aggregate Demand The aggregate demand curve plots the total demand for real GDP as a function of the price level. The aggregate demand curve slopes downward, indicating that the quantity of aggregate demand increases as the price level in the economy falls.



In Figure 9.1, the aggregate demand curve is downward sloping. As the price level falls, the total quantity demanded for goods and services increases. To understand what the aggregate demand curve represents, we must first learn the components of aggregate demand, why the aggregate demand curve slopes downward, and the factors that can shift the curve.



The Components of Aggregate Demand In our study of GDP accounting, we divided GDP into four components: consumption spending (C), investment spending ( I), government purchases (G), and net exports (NX). These four components are also the four parts of aggregate demand because the aggregate demand curve really just describes the demand for total GDP at different price levels. As we will see, changes in demand coming from any of these four sources—C, I, G, or NX—will shift the aggregate demand curve.



Why the Aggregate



Demand Curve Slopes Downward



To understand the slope of the aggregate demand curve, we need to consider the effects of a change in the overall price level in the economy. First, let’s consider the supply of money in the economy. We discuss the supply of money in detail in later chapters, but for now, just think of the supply of money as being the total amount of currency (cash plus coins) held by the public and the value of all deposits in savings and checking accounts. As the price level or average level of prices in the economy changes, so does the purchasing power of your money. This is an example of the real-nominal principle.



REAL-NOMINAL



PRINCIPLE



What matters to people is the real value or purchasing power of money or income, not the face value of money or income.
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As the purchasing power of money changes, the aggregate demand curve is affected in three different ways: • The wealth effect • The interest rate effect • The international trade effect Let’s take a closer look at each. THE WEALTH EFFECT The increase in spending that occurs because the real value wealth effect The increase in spending that occurs because the real value of money increases when the price level falls.



of money increases when the price level falls is known asthe wealth effect. Lower prices lead to higher levels of wealth, and higher levels of wealth increase spending on total goods and services. Conversely, when the price level rises, the real value of money decreases, which reduces people’s wealth and their total demand for goods and services in the economy. When the price level rises, consumers can’t simply substitute one good for another that’s cheaper, because at a higher price leveleverything is more expensive. With a given supply of money in the economy, a lower price level will lead to lower interest rates. With lower interest rates, both consumers and firms will find it cheaper to borrow money to make purchases. As a consequence, the demand for goods in the economy (consumer durables purchased by households and investment goods purchased by firms) will increase. (We’ll explain the effects of interest rates in more detail in later chapters.) THE INTEREST RATE EFFECT



In an open economy, a lower price level will mean that domestic goods (goods produced in the home country) become cheaper relative to foreign goods, so the demand for domestic goods will increase. For example, if the price level in the United States falls, it will make U.S. goods cheaper relative to foreign goods. If U.S. goods become cheaper than foreign goods, exports from the United States will increase and imports will decrease. Thus, net exports—a component of aggregate demand—will increase. THE INTERNATIONAL TRADE EFFECT



Shifts in the



Aggregate Demand



Curve



A fall in price causes the aggregate demand curve to slope downward because of three factors: the wealth effect, the interest rate effect, and the international trade effect. What happens to the aggregate demand curve if a variable other than the price level changes? An increase in aggregate demand means that total demand for all the goods and services contained in real GDP has increased—even though the price level hasn’t changed. In other words, increases in aggregate demand shift the curve to the right. Conversely, factors that decrease aggregate demand shift the curve to the left—even though the price level hasn’t changed. Let’s look at the key factors that cause these shifts. We will discuss each factor in detail in later chapters: • Changes in the supply of money • Changes in taxes • Changes in government spending • All other changes in demand An increase in the supply of money in the economy will increase aggregate demand and shift the aggregate demand curve to the right. We know that an increase in the supply of money will lead to higher demand by both consumers and firms. At any given price level, a higher supply of money will mean more consumer wealth and an increased demand for goods and services. A decrease in the supply of money will decrease aggregate demand and shift the aggregate demand curve to the left. CHANGES IN THE SUPPLY OF MONEY
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A decrease in taxes will increase aggregate demand and shift the aggregate demand curve to the right. Lower taxes will increase the income available to households and increase their spending on goods and services—even though the price level in the economy hasn’t changed. An increase in taxes will decrease aggregate demand and shift the aggregate demand curve to the left. Higher taxes will decrease the income available to households and decrease their spending. CHANGES IN TAXES



At any given price level, an increase in government spending will increase aggregate demand and shift the aggregate demand curve to the right. For example, the government could spend more on national defense or on interstate highways. Because the government is a source of demand for goods and services, higher government spending naturally leads to an increase in total demand for goods and services. Similarly, decreases in government spending will CHANGES IN GOVERNMENT SPENDING



decrease aggregate demand and shift the curve to the left. ALL OTHER CHANGES IN DEMAND Any change in demand from households, firms, or the foreign sector will also change aggregate demand. For example, if the Chinese economy expands very rapidly and Chinese citizens buy more U.S. goods, U.S. aggregate demand will increase. Or, if U.S. households decide they want to spend more, consumption will increase and aggregate demand will increase. Expectations about the future also matter. For example, if firms become optimistic about the future and increase their investment spending, aggregate demand will also increase. However, if firms become pessimistic, they will cut their investment spending and aggregate demand will fall. When we discuss factors that shift aggregate demand, we must not include any changes in the demand for goods and services that arise from movements in the price level. Changes in aggregate demand that accompany changes in the price level are already included in the curve and do not shift the curve. The increase in consumer spending that occurs when the price level falls from the wealth effect, the interest rate effect, and the international trade effect is already in the curve and does not shift it. Figure 9.2 and Table 9.1 summarize our discussion. Decreases in taxes, increases in government spending, increases the decreases supply of in money all shift spending, the aggregate demand curve to the right.and Increases in in taxes, government and decreases in the supply of money shift it to the left. In general, any increase in demand
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FIGURE 9.2



Shifting Aggregate Demand Decreases in taxes, increases in government spending, and an increase in the supply of money all shift the aggregate demand curve to the right. Higher taxes, lower government spending, and a lower supply of money shift the curve to the left.
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TABLE 9.1 Factors That Shift Aggregate Demand Factors That Increase Aggregate Demand



Factors That Decrease Aggregate Demand



Decrease in taxes Increase in government spending Increase in the money supply



Increase in taxes Decrease in government spending Decrease in the money supply



(not brought about by a change in the price level) will shift the curve to the right. Decreases in demand shift the curve to the left.



How the Multiplier



multiplier The ratio of the total shift in aggregate demand to the initial shift in aggregate demand.



Makes the Shift



Bigger



Let’s take a closer look at the shift in the aggregate demand curve and see how far changes really make the curve shift. Suppose the government increases its spending on goods and services by $10 billion. You might think the aggregate demand curve would shift to the right by $10 billion, reflecting the increase in demand for these goods and services. Initially, the shift will be precisely $10 billion. In Figure 9.3 , this is depicted by the shift (at a given price level) from a to b. But after a brief period of time, total aggregate demand will increase by more than $10 billion. In Figure 9.3, the total shift in the aggregate demand curve is shown by the larger movement from a to c. The ratio of the total shift in aggregate demand to the initial shift in aggregate demand is known as the multiplier.
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FIGURE 9.3



The Multiplier Initially, an increase in desired spending will shift the aggregate demand curve horizontally to the right from a to b. The total shift from a to c will be larger. The ratio of the total shift to the i nitial shift is known as the multiplier.



Why does the aggregate demand curve shift more than the initial increase in desired spending? The logic goes back to the ideas of economist John Maynard Keynes. Here’s how it works: Keynes believed that as government spending increases and the aggregate demand curve shifts to the right, output will subsequently increase, too. As we saw with the circular flow in Chapter 5 , increased output also means increased income for households, as firms pay households for their labor and for supplying other factors of production. Typically, households will wish to spend, or consume, part of that income, which will further increase aggregate demand. It is this additional spending by consumers, over and above what the government has already spent, that causes the further shift in the aggregate demand curve. The basic idea of how the multiplier works in an economy is simple. Let’s say the government invests $10 million to renovate a federal court building. Initially, total spending in the economy increases by this $10 million paid to a private construction firm. The construction workers and owners are paid $10 million for their work. Suppose the owners and workers spend $6 million of their income on new cars (although, as we
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will see, it does not really matter what they spend it on). To meet the increased demand for new cars, automobile producers will expand their production and earn an additional $6 million in wages and profits. They, in ut rn, will spend part of this additional income— let’s say, $3.6 million—on televisions. The workersand owners who produce televisions will then spend part of the $3.6 million they earn, and so on. To take a closer look at this process, we first need to look more carefully at the behavior of consumers and how their behavior helps to determine the level of aggregate demand. Economists have found that consumer spending depends on the level of income in the economy. When consumers have more income, they want to purchase more goods and services. The relationship between the level of income and consumer spending is known as the consumption function: consumption function C



=



Ca



+



by



where consumption spending, C, has two parts. The first part, Ca, is a constant and is independent of income. Economists call this autonomous consumption spending. Autonomous spending is spending that does not depend on the level of income. For example, all consumers, regardless of their current income, will have to purchase some food. The second part, by, represents the part of consumption that is dependent on income. It is the product of a fraction, b, called the marginal propensity to consume (MPC), and the level of income, or y, in the economy. The MPC (or b in our formula) tells us how much consumption spending will increase for every dollar that income increases. For example, if b is 0.6, then for every $1.00 that income increases, consumption increases by $0.60. Here is another way to think of the MPC: If a household receives some additional income, it will increase its consumption by some additional amount. The MPC is defined as the ratio of additional consumption to additional income, or MPC



=



The relationship between consumption spending and the level of income.



autonomous consumption spending The part of consumption spending that does not depend on income. marginal propensity to consume (MPC) The fraction of additional income that is spent.



additional consumption additional income



For example, if the household receives an additional $100 and consumes an additional $70, the MPC will be + 70 + 100



=



0.7



You may wonder what happens to the other $30. Whatever the household does not spend out of income, it saves. Therefore, the marginal propensity to save (MPS) is defined as the ratio of additional savings to additional income MPS



=



additional savings additional income



The sum of the MPC and the MPS always equals one. By definition, additional income is either spent or saved. Now we are in a better position to understand the multiplier. Suppose the government increases its purchases of goods and services by $10 million. This will initially raise aggregate demand and income by $10 million. But because income has risen by $10 million, consumers will now wish to increase their spending by an amount equal to the marginal propensity to consume multiplied by the $10 million. (Remember that the MPC tells us how much consumption spending will increase for every dollar that income increases.) If the MPC were 0.6, then consumer spending would increase by $6 million when the government spends $10 million. Thus, the aggregate demand curve would continue to shift to the right by another $6 million in addition to the srcinal $10 million, for a total of $16 million. But the process does not end there. As aggregate demand increases by $6 million, income will also increase by $6 million. Consumers will then wish to increase their



marginal propensity to save (MPS) The fraction of additional income that is saved.
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spending by the MPC * $6 million or, in our example, by $3.6 million (0.6 * $6 million). The aggregate demand curve will continue to shift to the right, now by another $3.6 million. Adding $3.6 million to $16 million gives us a new aggregate demand total of $19.6 million. As you can see, this process will continue, as consumers now have an additional $3.6 million in income, part of which they will spend again. Where will it end? Table 9.2 shows how the multiplier works in detail. In the first round, there is an initial increase in government spending of $10 million. This additional demand leads to an initial increase in GDP and income of $10 million. Assuming that the MPC is 0.6, the $10 million of additional income will increase consumer spending by $6 million. The second round begins with this $6 million increase in consumer spending . Because of this increase in demand, GDP and income increase by $6 million. At the end of the second round, consumers will have an additional $6 million; with an MPC of 0.6, consumer spending will therefore increase by 0.6* $6 million, or $3.6 million. The process continues in the third round with an increase in consumer spending of $2.16 million. It continues, in diminishing amounts, through subsequent rounds. If we add up the spending in all the (infinite) rounds, we will find that the initial $10 million of spending leads to a $25 million increase in GDP and income. That’s 2.5 times what the government initially spent. So in this case, the multiplier is 2.5. TABLE 9.2 THE MULTIPLIER IN ACTION The initial $10 million increase in aggregate demand will, through all the rounds of spending, eventually lead to a $25 million increase. Round of Spending



Increase in Aggregate Demand (millions)



Increase in GDP and Income (millions)



Increase in Consumption (millions)



1 2 3 4 .



$10.00 6.00 3.60 2.16 .



$10.00 6.00 3.60 2.16 .



$6.00 3.60 2.16 1.30 .



Total



$25.00



$25.00



$15.00



Instead of calculating spending round by round, we can use a simple formula to figure out what the multiplier is: multiplier



=



11



-



1 MPC 2



Thus, in the preceding example, when the MPC is 0.6, the multiplier would be 1 11



-



0.6 2



=



2.5



Now you should clearly understand why the total shift in the aggregate demand curve from a to c in Figure 9.3 is greater than the initial shift in the curve from a to b. This is the multiplier in action. The multiplier is important because it means that relatively small changes in spending could lead to relatively large changes in output. For example, if firms cut back on their investment spending, the effects on output would be “multiplied,” and this decrease in spending could have a large, adverse impact on the economy. In practice, once we take into account other realistic factors such as taxes and indirect effects through financial markets, the multipliers are smaller than our previous examples, typically near 1.5 for the U.S economy. This means that a $10 million increase in one component of spending will shift the U.S. aggregate demand curve by approximately $15 million. Some economists believe the multiplier
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is even closer to one. Knowing the value of the multiplier is important for two reasons. First, it tells us how much shocks to aggregate demand are “amplified.” Second, to design effective economic policies to shift the aggregate demand curve, we need to know the value of the multiplier to measure the proper “dose” for policy. In the next chapter, we present a more detailed model of aggregate demand and see how policymakers use the real-world multipliers.
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TWO APPROACHES TO DETERMINING THE CAUSES OF RECESSIONS APPLYING THE CONCEPTS #2: How can we determine what factors cause recessions?



Economists have used the basic framework of aggregate demand and supply analysis to explain recessions. Recessions can occur either when there is a sharp decrease in aggregate demand—a leftward shift in the aggregate demand curve—or a decrease in aggregate supply—an upward shift in the short-run aggregate supply curve. But this just puts the question back one level: During particular historical episodes, what actually shifted the curves? Figuring out what caused a recession in any particular episode is very challenging. Here is one complication. Policymakers typically respond to shocks that hit the economy. So, for example, when worldwide oil prices rose in 1973 causing U.S. prices to increase, policymakers also reduced aggregate demand to prevent further price increases. Was the recession that resulted due to (1) the increase in oil prices that shifted the short-run aggregate supply curve or (2) the decrease in aggregate demand engineered by policymakers? It is very difficult to know. One approach is to use economic models to address this question. Economists James Fackler and Douglas McMillin built a small model of the economy to address this issue. To distinguish between demand and supply shocks, they used an idea that we discuss in this chapter. Shocks to aggregate demand only affect prices in the long run but do not affect output. On the other hand, shocks to aggregate supply can affect potential output in the long run. Using this approach, they find that a mixture of demand and supply shocks were responsible for fluctuations in output in the United States. Using more traditional historical methods, economic historian Peter Temin looked back at all recessionary episodes from 1893 to 1990 in the United States to try to determine their ultimate causes. According to his analysis, recessions were caused by many different factors. Sometimes, as in 1929, they were caused by shifts in aggregate demand from the private sector, as consumers cut back their spending. Other times, as in 1981, the government cut back on aggregate demand to reduce inflation. Supply shocks were the cause of the recessions in 1973 and 1979. Based on both economic models and traditional economic history, it does appear that both supply and demand shocks have been important in understanding recessions. Related to Exercises 3.6 and 3.9. SOURCE: Based on Peter Temin, “The Causes of American Business Cycles: An Essay in Economic Historiography,” in Federal Reserve Bank of Bo ston Conference Series 42, Beyond Shocks: What Causes Business Cycles, http://www.bos.frb.org/ economic/conf/conf42 (accessed April 12, 2010), and James Fackler and Douglas McMillin, “Historical Decomposition of Aggregate Demand and Supply S hocks in a Small Macro Model,”Southern Economic Journal 64, no. 3 (1998): 648–684.
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9.3 aggregate supply curve (AS) A curve that shows the relationship between the level of prices and the quantity of output supplied.



REGATE SUPPLY



Understanding Aggregate Supply



Now we turn to the supply side of our model. The aggregate supply curve (AS) shows the relationship between the level of prices and the total quantity of final goods and output that firms are willing and able to supply. The aggregate supply curve will complete our macroeconomic picture, uniting the economy’s demand for real output with firms’ willingness to supply output. To determine both the price level and real GDP, we need to combine both aggregate demand and aggregate supply. One slight complication is that because prices are “sticky” in the short run, we need to develop two different aggregate supply curves, one corresponding to the long run and one to the short run.



T h e L o n g - R un A g g re g a t e S u p p l y Cu r v e long-run aggregate supply curve A vertical aggregate supply curve that reflects the idea that in the long run, output is determined solely by the factors of production and technology.



▶



First we’ll consider the aggregate supply curve for the long run, that is, when the economy is at full employment. This curve is also called the long-run aggregate supply curve. In previous chapters, we saw that the level of full-employment output, yp (the “p” stands for potential), depends solely on the supply of factors—capital, labor—and the state of technology. These are the fundamental factors that determine output in the long run, that is, when the economy operates at full employment. In the long run, the economy operates at full employment and changes in the price level do not affect employment. To illustrate why this is so, imagine that the price level in the economy increases by 50 percent. That means firms’ prices, on average, will also increase by 50 percent. However, so will their input costs. Their profits will be the same and, consequently, so will their output. Because the level of full-employment output does not depend on the price level, we can plot the long-run aggregate supply curve as a vertical line (unaffected by the price level), as shown in Figure 9.4.



FIGURE 9.4



Long-run AS



Long-Run Aggregate Supply In the long run, the level of output, yp, is independent of the price level.
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yp Output



We combine the aggregate demand curve and the long-run aggregate supply curve in Figure 9.5. Together, the curves show us the price level and output in the long run when the economy returns to full employment. Combining the two curves will enable us to understand how changes in aggregate demand affect prices in the long run. The intersection of an aggregate demand curve and an aggregate supply curve determines the price level and equilibrium level of output. At that intersection point, the total amount of output demanded will just equal the total amount supplied by producers—the economy will be in macroeconomic equilibrium. The exact position DETERMINING OUTPUT AND THE PRICE LEVEL
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FIGURE 9.5



Aggregate Demand and the Long-Run Aggregate Supply Output and prices are determined at the intersection of AD and AS. An increase in aggregate demand leads to a higher price level.



of the aggregate demand curve will depend on the level of taxes, government spending, and the supply of money, although it will always slope downward. The level of full-employment output determines the long-run aggregate supply curve. An increase in aggregate demand (perhaps brought about by a tax cut or an increase in the supply of money) will shift the aggregate demand curve to the right, as shown in Figure 9.5. In the long run, the increase in aggregate demand will raise prices but leave the level of output unchanged. In general, shifts in the aggregate demand curve in the long run do not change the level of output in the economy, but only change the level of prices. Here is an important example to illustrate this idea: If the money supply is increased by 5 percent a year, the aggregate demand curve will also shift by 5 percent a year. In the long run, this means that prices will increase by 5 percent a year—that is, there will be 5 percent inflation. An important lesson: In the long run, increases in the supply of money do not increase real GDP—they only lead to inflation. This is the key point about the long run: In the long run, output is determined solely by the supply of human and physical capital and the supply of labor, not the price level. As our model of the aggregate demand curve with the long-run aggregate supply curve indicates, changes in demand will affect only prices, not the level of output.



T h e S h o r t -R u n A g g r e g a t e S u p p l y C u rv e In the short run, prices are sticky (slow to adjust) and output is determined primarily by demand. This is what Keynes thought happened during the Great Depression. We can use the aggregate demand curve combined with a short-run aggregate supply curve to illustrate this idea. Figure 9 .6 shows a relatively flat short-run aggregate supply curve (AS). The short-run aggregate supply curve shows the short-run relationship between the price level and the willingness of firms to supply output to the economy. Let’s look first at its slope and then the factors that shift the curve. The short-run aggregate supply curve has a relatively flat slope because we assume that in the short run firms supply all the output demanded, with small changes in prices. We’ve said that with formal and informal contracts firms will supply all the output demanded with only relatively small changes in prices. The short-run aggregate supply curve has a small upward slope. As firms supply more output, they may have to increase prices somewhat if, for example, they have to pay higher wages to obtain more overtime from workers or pay a premium to obtain some raw materials. Our description of the short-run aggregate supply curve is consistent with evidence about



short-run aggregate supply curve A relatively flat aggregate supply curve that represents the idea that prices do not change very much in the short run and that firms adjust production to meet demand.
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FIGURE 9.6



Aggregate Demand and Short-Run Aggregate Supply With a short-run aggregate supply curve, shifts in aggregate demand lead to large changes in output but small changes in price.



the behavior of prices in the economy. Most studies find that changes in demand have relatively little effect on prices within a few quarters. Thus, we can think of the aggregate supply curve as relatively flat over a limited time. The position of the short-run supply curve will be determined by the costs of production that firms face. Higher costs will shift up the short-run aggregate supply curve, while lower costs will shift it down. Higher costs will shift up the curve because, faced with higher costs, firms will need to raise their prices to continue to make a profit. What factors determine the costs firms must incur to produce output? The key factors are • input prices (wages and materials), • the state of technology, and • taxes, subsidies, or economic regulations. Increases in input prices (for example, from higher wages or oil prices) will increase firms’ costs. This will shift up the short-run aggregate supply curve. Improvement in technology will shift the curve down. Higher taxes or more onerous regulations raise costs and shift the curve up, while subsidies to production shift the curve down. As we shall see later in this chapter, when the economy is not at full employment, wages and other costs will change. These changes in costs will shift the entire short-run supply curve upward or downward as costs rise or fall. The intersection of the AD and AS curves at point a0 determines the price level and the level of output. Because the aggregate supply curve isflat, aggregate demand primarily determines the level of output. In Figure 9.6 , as aggregate demand increases, the new equilibrium will be at a slightly higher price, and output willincrease fromy0 to y1. If the aggregate demand curve moved to the left, output would decrease. If the leftward shift in aggregate demand were sufficiently large, it could push the economy into a recession. Sudden decreases in aggregate demand have been important causes of recessions in the United States. However, the precise factors that shift the aggregate demand curve in each recession will typically differ. Note that the level of output where the aggregate demand curve intersects the short-run aggregate supply curve need not correspond to full-employment output. Firms will produce whatever is demanded. If demand is very high and the economy is “overheated,” output may exceed full-employment output. If demand is very low and the economy is in a slump, output will fall short of full-employment output. Because prices do not adjust fully over short periods of time, the economy need not always remain at
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OIL SUPPLY DISRUPTIONS, SPECULATION AND SUPPLY SHOCKS APPLYING THE CONCEPTS #3: Are oil price increases caused by true shocks to supply?



Economists have long believed that disruptions to oil supplies were the cause of supply shocks for the U.S economy. If this were the case, supply disruptions would be true external “shocks” to the economy. But not all changes in oil prices are necessarily caused by supply disruptions. Oil price increases may be caused by increases in world demand or due to the activities of speculators in the oil market. How important are actual supply disruptions to oil market for the U.S. economy? Economist Lutz Kilian carefully examined this issue by constructing measures of supply disruptions in oil producing countries, based on a detailed examination of prior trends in demand and specifications in oil contracts. While Kilian did find evidence of some supply disruptions, these only explained a small fraction of the variability of oil prices. In his view, other factors dominated the price movements for oil, even during the time periods that are conventionally associated with supply disruptions. Speculation in oil markets may be one such factor. Speculators can be countries, firms, or individuals. If speculators believe prices are going to rise in the future, they will buy oil now or, if they own it, sell less into the market. Either action increases the current price of oil. Note that if speculators are on average correct in their assessments, they will smooth out the price of oil over time—raising it now and lowering it later. This can actually benefit the economy. While politicians often complain about speculators, in many cases they may be helping the economy. Of course, speculators can be wrong and make fluctuations in prices worse, but in this case at least some of them will lose money. Related to Exercises 3.4 and 3.7. SOURCE: In part based on Lutz Kilian, “Exogenous Oil Supply Shocks: How Big Are They and How Much Do They Matter for the U.S. Economy?” Review of Economics and Statistics, May 2008, Vol. 90, No. 2, pp. 216–240.



full employment or potential output. With sticky prices, changes in demand in the short run will lead to economic fluctuations and over- and underemployment. Only in the long run, when prices fully adjust, will the economy operate at full employment.



Supply Shocks Up to this point, we have been exploring how changes in aggregate demand affect output and prices in the short run and in the long run. However, even in hetshort run, it is possible for external disturbances to hit the economy and cause the short-run aggregate supply curve to move.Supply shocksare external events that shift the aggregate supply curve. supply shocks The most notable supply shocks for the world economy occurred in 1973 and External events that shift the aggregate supply curve. again in 1979 when oil prices increased sharply. Oil is a vital input for many companies because it is used to both manufacture and transport their products to warehouses and stores around the country. The higher oil prices raised firms’ costs and reduced their profits. To maintain their profit levels, firms raised their product prices. As we have seen, increases in firms’ costs will shift up the short-run aggregate supply curve— increases in oil prices are a good example. Figure 9.7 illustrates a supply shock that raises prices. The short-run aggregate supply curve shifts up with the supply shock because, as their costs rise, firms will supply their output only at a higher price. The AS curve shifts up, raising the price level and lowering the level of output from y0 to y1. Adverse supply shocks can therefore cause a recession (a fall in real output) with increasing prices. This phenomenon is known as
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FIGURE 9.7



Supply Shock An adverse supply shock, such as an increase in the price of oil, will cause the AS curve to shift upward. The result will be higher prices and a lower level of output.



stagflation A decrease in real output with increasing prices.



stagflation , and it is precisely what happened in 1973 and 1979. The U.S. economy suffered on two grounds: rising prices and falling output. Favorable supply shocks, such as falling prices, are also possible, and changes in oil prices can affect aggregate demand.



9.4



From the Short Run to the Long Run



Up to this point, we have examined how aggregate demand and aggregate supply determine output and prices both in the short run and in the long run. You may be wondering how long it takes before the short run becomes the long run. Here is a preview of how the short run and the long run are connected. In Figure 9.8, we show the aggregate demand curve intersecting the short-run aggregate supply curve ata0 at an output levely0. We also depict the long-run aggregate supply curve in this figure. The level of output in the economy,y0, exceeds the level of potential output, yp. In other words, this is a boom economy: Output exceeds potential. ▶



FIGURE 9.8
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The Economy in the Short Run In the short run, the economy produces at y0, which exceeds potential output yp. Short-run AS P
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What happens during a boom? Because the economy is producing at a level beyond its long-run potential, the level of unemployment will be very low. This will make it difficult for firms to recruit and retain workers. Firms will also find it more difficult to purchase needed raw materials and other inputs for production. As firms compete for labor and raw materials, the tendency will be for both wages and prices to increase over time. Increasing wages and prices will shift the short-run aggregate supply curve upward as the costs of inputs rise in the economy. Figure 9.9 shows how the short-run aggregate supply curve shifts upward over time. As long as the economy is producing at a level of output that exceeds potential output, there will be continuing competition for labor and raw materials that will lead to continuing increases in wages and prices. In the long run, the short-run aggregate supply curve will keep rising until it intersects the aggregate demand curve at a1. At this point, the economy reaches the long-run equilibrium—precisely the point where the aggregate demand curve intersects the long-run aggregate supply curve. Long-run AS AS3 AS2
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Adjusting to the Long Run With output exceeding potential, the short-run AS curve shifts upward over time. The economy adjusts to the long-run equilibrium at a1.



When the economy is producing below full employment or potential output, the process works in reverse. Unemployment will exceed the natural rate, and there will be excess unemployment. Firms will find it easy to hire and retain workers, and they will offer workers less wages. As firms cut wages, the average wage level in the economy falls. Because wages are the largest component of costs and costs are decreasing, the short-run aggregate supply curve shifts down, causing prices to fall as well. The lesson here is that adjustments in wages and prices take the economy from the short-run equilibrium to the long-run equilibrium. In later chapters, we will explain in detail how this adjustment occurs, and we will show how changes in wages and prices can steer the economy back to full employment in the long run. The aggregate demand and aggregate supply model in this chapter provides an overview of how demand affects output and prices in both the short run and the long run. We will expand our discussion of aggregate demand to see in detail how such realistic and important factors as spending by consumers and firms, government policies on taxation and spending, and foreign trade affect the demand for goods and services. We will also study the critical role that the financial system and monetary policy play in determining demand. Finally, we will study in more depth how the aggregate supply curve shifts over time, enabling the economy to recover both from recessions and the inflationary pressures generated by economic booms.
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 SUMMARY In this chapter we discussed the supply of money all decrease aggregate demand and shift how sticky prices—or lack the aggregate demand curve to the left. In general, anything of full-wage and price flex(other than price movements) that increases the demand for total ibility—cause output to be goods and services will increase aggregate demand. determined by demand in the 4 The total shift in the aggregate demand curve is greater than the short run. We developed a initial shift. The ratio of the total shift in aggregate demand to the model of aggregate demand initial shift in aggregate demand is known as the multiplier. and supply to help us analyze 5 The aggregate supply curve depicts the relationship between what is happening or has happened in the economy. Here are the the price level and the level of output that firms supply in the main points in this chapter: economy. Output and prices are determined at the intersection 1 Because prices are sticky in the short run, economists think of of the aggregate demand and aggregate supply curves. GDP as being determined primarily by demand factors in the 6 The long-run aggregate supply curve is vertical because, in the short run. long run, output is determined by the supply of factors of produc2 The aggregate demand curve depicts the relationship between tion. The short-run aggregate supply curve is fairly flat because, the price level and total demand for real output in the economy. in the short run, prices are largely fixed, and output is determined The aggregate demand curve is downward sloping because of by demand. The costs of production determine the position of the wealth effect, the interest rate effect, and the international the short-run aggregate supply curve. trade effect. 7 Supply shocks can shift the short-run aggregate supply curve. 3 Decreases in taxes, increases in government spending, and 8 As costs change, the short-run aggregate supply curve shifts increases in the supply of money all increase aggregate demand in the long run, restoring the economy to the full-employment and shift the aggregate demand curve to the right. Increases equilibrium. in taxes, decreases in government spending, and decreases in
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Sticky Prices and Their Macroeconomic Consequences



Arthur Okun distinguished between auction prices, whi ch are changed pri ces, which slow to rapidly, change. and For most firms, the biggest cost of doing business is . The price syste m alw ays coo rdi nates eco nom ic activity, even when prices are slow to adjust to changes in demand and supply. (True/False)
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Determine whether the wages of each of the following adjust slowly or quickly to changes in demand and supply. a. Union workers b. Internationally known movie stars or rock stars c. University professors d. Athletes The Internet and Price Flexibility. The Internet enables consumers to search for the lowest prices of various goods, such as books, music CDs, and airline tickets. Prices for these goods are likely to become more flexible as consumers shop around quickly
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1.8



and easily on the Internet. What types of goods and services do you think may not become more flexible because of the Internet? Give an example of a good or service for which you have searched the Internet for price information and one for which you have not. (Related to Application 1 on page 188.) Airlines and Stable Fuel Prices. Southwest Airlines made it a company policy to engage in complex financial transactions to keep the cost of fuel constant. Why would the airline want to have stable fuel prices? Supermarket Prices. In a supermarket, prices for tomatoes change quickly, but prices for mops tend to not change as rapidly. Can you offer an explanation why? (Related to Application 1 on page 188.) Retail Price Stickiness in Catalogs. During periods of high inflation, retail prices in catalogs changed more frequently. Explain why this occurred. (Related to Application 1 on page 188.)
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Understanding Aggregate Demand 3.4
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Which of the follow ing is not a component of aggregate demand? a. Consumption b. Investment c. Government expenditures d. The supply of money e. Net exports In the Great Depression, prices in the United States fell by 33 percent. Ceteris paribus, this led to an increase in aggregate demand through three channels: the effect, the interest rate effect, and the international trade effect. President Barack Obama lowered taxes in 2009. He also increased government spending. Ceteris paribus , these actions shifted the aggregate demand curve to the . If the MPC is 0.8, the simple multiplier will be . Because of other economic factors, such as taxes, the multiplier in the United States is (larger/ smaller) than 2.5. Opening Export Markets. Suppose a foreign country, which srcinally prevented the United States from exporting to it, opens its market and U.S. firms start to make a considerable volume of sales. What happens to the aggregate demand curve? Calculating the MPS and MPC. In one year, a consumer’s income increases by $200 and her savings increases by $40. What is her marginal propensity to save. What is her marginal propensity to consume?



Saving Behavior and Multipliers in Two Countries. Consumers in Country A have an MPS of 0.5 while consumers in Country B have an MPS of 0.4. Which country has the higher value for the multiplier? State and Local Governments during Recessions. During recessions, state governments often will have to raise taxes and cut spending in order to keep their own budgets balanced. If a large number of states do this, what will happen to the aggregate demand curve at the national level?
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Understanding Aggregate Supply



The long-run aggregate supply curve is (vertical/horizontal). A decrease in material costs will shift the short-run aggregate supply . Using the long-run aggregate supply curve, a decrease in aggregate demand will prices and output. A negative supply shock, such as higher oil prices, will output and prices in the short run. (Related to Application 3 on page 199.) Higher Gas Prices, Frugal Consumers, and Economic Fluctuations. Suppose gasoline prices increased sharply and consumers became fearful of owning too many expensive cars. As a consequence, they cut back on their purchases of new cars and decided to increase their savings. How would this behavior shift the aggregate demand curve? Using the short-run aggregate supply curve, what will happen to prices and output in the short run? What Ca used This Rece ssio n? Suppose the economy goes into a recession. The political party in power blames it on an increase in the price of world oil and food. Opposing politicians blame a tax increase that the party in power had enacted. On the basis of aggregate demand and aggregate supply analysis, what evidence should you look at to try to determine what, or who, caused the recession? (Hint: look at the behavior of both prices and output in each case.) (Related to Application 2 on page 195.) The Role of Expectations and Supply Shocks. Suppose an oil producing country believed that political instability was likely in the future in other parts of the world and prices would rise in the next year. Do you think they would sell more or less today? What will happen to today’s price? Will this affect either aggregate demand or supply? (Related to Application 3 on page 199.) China Comes Roaring Back. In the 2008 recession, China was one of the first economies to recover and its GDP growth quickly returned to its pre-recession 203
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levels. How did China’s actions affect aggregate demand in the rest of the world? Long-Run Effects of a Shock to Demand. Suppose consumption spending rose quickly and then fell back to its normal level. What do you think would be the long-run effect on real GDP of this temporary shock? (Related to Application 2 on page 195.)
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From the Short Run to the Long Run



Suppose the supply of money increases, causing output to exceed full employment. Prices will and real GDP will in the short run, and prices will and real GDP will in the long run. Consider a decrease in the supply of money that causes output to fall short of full employment. Prices will and real GDP will in the short run, and prices will and real GDP will in the long run. In a recession,real GDP is potential GDP. This implies that unemployment is the . This results in natural rate, driving wages a(n) shift of the short-run aggregate supply curve.
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A negative supply shock temporarily lowers output below full employment and raises prices. After the negative supply shock, real GDP is potential GDP. This implies that unemployment is the natural rate, driving up wages. This results in a(n) shift of the short-run aggregate supply curve. The Internet Cra she s. Suppose that computer hackers managed to crash the Internet in the United States for a week and no one had computer access. Explain why this might be considered a negative supply shock. Shifts in Aggregate Demand and Cost-Push Inflation. Whe n wag es rise and the short-run aggregate supply curve shifts up, the result is “cost-push” inflation. If the economy was initially at full-employment and the aggregate demand curve was shifted to the right, explain how “cost-push” inflation would result as the economy adjusts back to full employment. Exports and Real GDP. Are increases in exports associated with increases in real GDP? A good place to start to find out is the Web site of the Federal Reserve Bank of St. Louis ( http://research.stlouisfed. org/fred2).
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Fiscal Policy Economists generally believe that permanent tax cuts will stimulate the economy and lead to higher output, but disagree about why this happens.



Some advocates for tax cuts stress how they lead to increases in spending and aggregate demand. Others suggest that the main effect comes from changes in incentives and aggregate supply. Can we tell which view is correct by looking back at U.S. fiscal history? The tax cuts proposed by President John F. Kennedy and enacted after his death are typically viewed as triumphs of the aggregate demand view. Kennedy’s economic advisers believed that tax cuts worked through changing aggregate demand. On the other hand, President Ronald Reagan is famously known for his “supply side” economics. His economic advisers placed great emphasis on how cutting tax rates would create a better economic climate through improved economic incentives. But the economic policy world is not that simple. Kennedy’s tax cuts included incentives to increase aggregate supply, including cutting the top income tax rate and providing specific tax incentives for business investments. While Reagan’s tax cuts lowered tax rates for everyone, they also directly increased household incomes, which led to more spending. A careful look at actual policies suggests that tax cuts are always a mixture of demand and supply elements. Today, proponents of permanent tax cuts typically cite both the Kennedy and Reagan administrations as evidence that tax cuts work, regardless of their own view. By associating themselves with past successes, proponents of tax cuts hope to benefit from the favorable glow of history.
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Explain how fiscal policy works using aggregate demand and aggregate supply.



•



Identify the main elements of spending and



•



Discuss the key episodes of active fiscal policy in the U.S. since World War II. MyEcon Lab



revenue for the U.S. federal government.



MyEcon Lab helps you master each objective and study more efficiently.
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CHAPTER 10 • FISCAL POLICY



w fiscal policy Changes in government taxes and spending that affect the level of GDP.



hen the U.S. economy began to slow in late 2007 and early 2008, it was not long before policymakers and politicians from both major parties were calling for government action to combat the downturn. Common prescriptions included increasing government spending or reducing taxes, although specific recommendations differed sharply among those making them. Even after the recession ended and the slow recovery began, there were still some calls for additional action to stimulate the economy. In this chapter, we study how governments can use fiscal policy—changes in taxes and spending that affect the level of GDP—to stabilize the economy. We explore the logic of fiscal policy and explain why changes in government spending and taxation can, in principle, stabilize the economy. However, stabilizing the economy is much easier in theory than in actual practice, as we will see. The chapter also provides an overview of spending and taxation by the federal government. These are essentially the tools the government uses to implement its fiscal policies. We will examine the federal deficit and begin to explore the controversies surrounding deficit spending. One of the best ways to really understand fiscal policy is to see it in action. In the last part of the chapter, we trace the history of U.S. fiscal policy from the Great Depression in the 1930s to the present. As you will see, the public’s attitude toward government fiscal policy has not been constant but has instead changed over time.



10.1 The Role of Fiscal Policy In the last chapter, we discussed how output and prices are determined where the aggregate demand curve intersects the short-run aggregate supply curve. In this section, we will explore how the government can shift the aggregate demand curve.



Fiscal Policy and



Aggregate Demand



As we discussed in the last chapter, government spending and taxes can affect the levelincrease of aggregate demand. Increases in government spending or curve decreases in right. taxes will aggregate demand and shift the aggregate demand to the Decreases in government spending or increases in taxes will decrease aggregate demand and shift the aggregate demand curve to the left. Why do changes in government spending or taxes shift the aggregate demand curve? Recall from our discussion in the last chapter that aggregate demand consists of four components: consumption spending, investment spending, government purchases, and net exports. These four components are the four parts of aggregate demand. Thus, increases in government purchases directly increase aggregate demand because they are a component of aggregate demand. Decreases in government purchases directly decrease aggregate demand. Changes in taxes affect aggregate demand indirectly. For example, if the government lowers taxes consumers pay, consumers will have more income at their disposal and will increase their consumption spending. Because consumption spending is a component of aggregate demand, aggregate demand will increase as well. Increases in taxes will have the opposite effect. Consumers will have less income at their disposal and will decrease their consumption spending. As a result, aggregate demand will decrease. Changes in taxes can also affect businesses and lead to changes investment spending. Suppose, example, that the government cuts taxesBecause in such ainway as to provide incentives forfor new investment spending by businesses. investment spending is a component of aggregate demand, the increase in investment spending will increase aggregate demand. In Panel A of Figure 10.1 we show a simple example of fiscal policy in action. The economy is initially operating at a level of GDP, y0, where the aggregate demand curve AD0 intersects the short-run aggregate supply curve AS. This level of output
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FIGURE 10.1



Fiscal Policy in Action Panel A shows that an increase in government spending shifts the aggregate demand curve from AD0 to AD1, restoring the economy to full employment. This is an example of expansionary policy. Panel B shows that an increase in taxes shifts the aggregate demand curve to the left, from AD0 to AD1, restoring the economy to full employment. This is an example of contractionary policy.



is below the level of full employment or potential output, yp. To increase the level of output, the government can increase government spending—say, on military goods— which will shift the aggregate demand curve to the right, to AD 1. Now the new aggregate demand curve intersects the aggregate supply curve at the full-employment level of output. Alternatively, instead of increasing its spending, the government could reduce taxes on consumers and businesses. This would also shift the aggregate demand curve to the right. Government policies that increase aggregate demand are called expansionary policies. Increasing government spending and cutting taxes are examples of expansionary policies. The government can also use fiscal policy to decrease GDP if the economy is operating at too high a level of output, which would lead to an overheating economy and rising prices. In Panel B of Figure 10.1, the economy is initially operating at a level of output, y0, that exceeds full-employment output, yp. An increase in taxes can shift the aggregate demand curve from AD 0 to AD1. This shift will bring the economy back to full employment. Alternatively, the government could cut its spending to move the aggregate demand curve to the left. Government policies that decrease aggregate demand are called contractionary policies . Decreasing government spending and increasing taxes are examples of contractionary policies. Both examples illustrate how policymakers use fiscal policy to stabilize the economy. In these two simple examples, fiscal policy seems very straightforward. But as we will soon see, in practice it is more difficult to implement effective policy.



T h e F i sc a l Mu l t ip li e r



Let’s recall the multiplier we developed inthe last chapter. The basic idea isthat the final shift in the aggregate demand curve will be larger than the initial increase. For example, if government purchases increased by $10 billion, that would initially shift the aggregate demand curve to the right by $10 billion. However, the total shift in the aggregate demand curve will be larger, say, $15 billion. Conversely, a decrease in purchases by $10 billion may cause a total shift of the aggregate demand curve to the left by $15 billion.



expansionary policies Government policy actions that lead to increases in aggregate demand.



contractionary policies Government policy actions that lead to decreases in aggregate demand.



207



 208



CHAPTER 10 • FISCAL POLICY



This multiplier effect occurs because an initial change in output will affect the income of households and thus change consumer spending. For example, an increase in government spending of $10 billion will initially raise household incomes by $10 billion and lead to increases in consumer spending. As we discussed in the last chapter, the precise amount of the increase will depend on the marginal propensity to consume and other factors. In turn, the increase in consumer spending will raise output and income further, leading to further increases in consumer spending. The multiplier takes all these effects into account. As the government develops policies to stabilize the economy, it needs to take the multiplier into account. The total shift in aggregate demand will be larger than the initial shift. As we will see later in this chapter, U.S. policymakers have taken the multiplier into account as they have developed policies for the economy.



T h e L i mi t s t o S t a b i l iz a ti o n P o l i c y



stabilization policies Policy actions taken to move the economy closer to full employment or potential output.



We’ve seen that the government can use fiscal policy—changes in the level of taxes or government spending—to alter the level of GDP. If the current level of GDP is below full employment or potential output, the government can use expansionary policies, such as tax cuts and increased spending, to raise the levelof GDP and reduce unemployment. Both expansionary and contractionary policies are examples of stabilization policies , actions to move the economy closer to full employment or potential output. It is very difficult to implement stabilization policies for two big reasons. First, there are lags, or delays, in stabilization policy. Lags arise because decision makers are often slow to recognize and respond to changes in the economy, and fiscal policies and other stabilization policies take time to operate. Second, economists simply do not know enough about all aspects of the economy to be completely accurate in all their forecasts. Although economists have made great progress in understanding the economy, the difficulties of forecasting the precise behavior of human beings, who can change their minds or sometimes act irrationally, place limits on our forecasting ability. LAGS



Poorly timed policies can magnify economic fluctuations. Suppose that



(1) GDP is one currently below employmentpolicies but willtake return fulltoemployment on its own within year, and thatfull (2) stabilization a fulltoyear become effective. If policymakers tried to expand the economy today, their actions would not take effect until a year from now. One year from now, the economy would normally be back at full employment by itself. But if stabilization policies were enacted, one year from now the economy would be stimulated unnecessarily, and output would exceed fullemployment. Figure 10.2 illustrates the problem caused by lags. Panel A shows an example of successful stabilization policy. The solid line represents the behavior of GDP in the absence of policies. Successful stabilization policies can dampen, that is, reduce in magnitude, economic fluctuations, lowering output when it exceeds full employment and raising output when it falls below full employment. This would be easy to accomplish if there were no lags in policy. The dashed curve shows how successful policies can reduce economic fluctuations. Panel B shows the consequences of ill-timed policies. Again, assume that policies take a year before they are effective. At the start of year 0, the economy is below potential. If policymakers engaged in expansionary policies at the start of year 1, the change would not take effect until the end of year 1. This would raise output even higher above full employment. Ill-timed stabilization policies can magnify economic



inside lags The time it takes to formulate a policy. outside lags The time it takes for the policy to actually work.



fluctuations. Where do the lags in policy come from? Economists recognize two broad classes of lags: inside lags and outside lags. Inside lags refer to the time it takes to formulate a policy. Outside lags refer to the time it takes for the policy to actually work. To help you understand inside and outside lags, imagine that you are steering a large ocean liner and you are looking out for possible collisions with hidden icebergs. The time it takes you to spot an iceberg, communicate this information to the crew, and initiate the process of changing course is the inside lag. Because ocean liners are large and
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(A) Successful stabilization policy can dampen fluctuations.
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(B) Ill-timed policies can magnify fluctuations. ▲



FIGURE 10.2



Possible Pitfalls in Stabilization Policy Panel A shows an example of successful stabilization policy. The solid line represents the behavior of GDP in the absence of policies. The dashed line shows the behavior of GDP when policies are in place. Successfully timed policies help smooth out economic fluctuations. Panel B shows the consequences of ill-timed policies. Again, the solid line shows GDP in the absence of policies and the dashed line shows GDP with policies in place. Notice how ill-timed policies make economic fluctuations greater.



have lots of momentum, it will take a long time before your ocean liner begins to turn; this time is the outside lag. Inside lags occur for two basic reasons. One is that it takes time to identify and recognize a problem. For example, the data available to policymakers may be poor and conflicting. Some economic indicators may look fine, but others may cause concern. It often takes several months to a year before it is clear that there is a serious problem with the economy. A good example of an inside lag occurred at the beginning of the Great Depression. Although the stock market crashed in October 1929, we know from newspaper and magazine accounts that business leaders were not particularly worried about the economy for some time. Not until late in 1930 did the public begin to recognize the severity of the depression. The other reason for inside lags is that once a problem has been diagnosed, it still takes time before the government can take action. This delay is most severe for fiscal policy because any changes in taxes or spending must be approved by both houses of Congress and by the president. In recentyears, political opponents have been preoccupied with disagreements about the size of the government and the role it should play in the economy, making it difficult to reach a consensus on action in a timely manner. For example, soon after he was inaugurated in 1993, President Bill Clinton proposed an expansionary stimulus package as part of his overall budget plan. The package contained a variety of spending programs designed to increase the level of GDP and avert a recession. However, the plan was attacked as wasteful and unnecessary, and it did not survive. As it turned out, the stimulus package was not necessary—the economy grew rapidly in the next several years. Nonetheless, this episode illustrates how difficult it is to develop expansionary fiscal policies in time to have the effect we want them to.
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Policies are also subject to outside lags—the time it takes for them to become effective. For example, if taxes are cut, it takes time for individuals and businesses to change their spending plans to take advantage of the tax cuts. Therefore, it will be a while before increases in spending raise GDP. Outside lags in fiscal policy are relatively short. Moreover, the multiplier effects tend to work through the economy rather quickly. Economists use econometric models to replicate the behavior of the economy mathematically and statistically, and to assist them in developing economic forecasts. They can also use models to estimate the length of outside lags. One such model predicts that an increase in government spending will increase GDP by its maximum effect after just six months. FORECASTING UNCERTAINTIES What makes the problem of lags even worse is



that economists are not very accurate in forecasting what will happen in the economy.
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INCREASING LIFE EXPECTANCY AND AGING POPULATIONS SPUR COSTS OF ENTITLEMENT PROGRAMS APPLYING THE CONCEPTS #1: Why are the United States and many other countries facing dramatically increasing costs for their government programs?



As life expectancies increase, the population ages, and new medical technologies become available to help people live longer, economists and budget analysts predict that spending on federal retirement and health programs will grow extremely rapidly. Today, Social Security, Medicare, and Medicaid constitute approximately 10 percent of GDP. Experts estimate that in 2075—when children born today are in their retirement years—spending on these programs will be approximately 22 percent of all federal GDP. is a larger shareincreased of GDP than government will ourThis society cope with demands for these services? spending today! How One possibility is to leave the existing programs in place and just raise taxes to pay for them. This strategy would have two implications. First, if we maintained the federal share of GDP of all other programs, it would mean a large expansion of federal government spending, from our traditional average of 21 percent of GDP to 32 percent of GDP. Second, it would mean a very large increase in the tax burden on future workers and businesses. Some economists suggest the government should save and invest now to increase GDP in the future, reducing the burden on future generations. However, the saving and investment would increase GDP, and entitlement payments would grow right along with it. As a result, the relative burden of taking care of the elderly would not change dramatically. Another strategy is to try to reform the entitlement systems, placing more responsibility on individuals and families for their retirement and well-being. For example, we could increase the age at which retirement benefits begin to be paid, and thereby encourage individuals to spend more years in the labor force. Or we could try to reform the health-care system to encourage more competition to reduce health-care



expenditures. All these changes would be very difficult to make, however. Other countries, including Japan and many nations in Europe, which have even older populations and low birth rates, will face more severe challenges and face them earlier than the United States will. Perhaps we can learn from them. Nonetheless, pressures on the federal budget will begin to escalate in the next decade, and policymakers will need to take steps soon to cope with the challenge. Related to Exercise 2.8 .
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For example, a classic problem policymakers face when the economy appears to be slowing down is knowing whether the slowdown is temporary or will persist. Unfortunately, stabilization policy cannot be effective without accurate forecasting. If economic forecasters predict an overheated economy and the government adopts a contractionary policy, the result could be disastrous if the economy weakened before the policy took effect. Today, most economic policymakers understand these limitations and are cautious in using activist policies.



10.2 The Federal Budget The federal budget—the document that describes what the federal government spends and how it pays for that spending—provides the framework for fiscal policy. In this section, we exceeds will takethe a closer federalbudget spending and taxation happens when one other.look Theatfederal is extremely large,and andwhat the programs that the federal government supports are very complex. To give you a sense of the magnitude of the budget, in 2011 total federal spending was approximately 24.1 percent of GDP, or $3.59 trillion. Federal taxes were 15.4 percent of GDP. With a U.S. population of about 300 million, total federal spending amounted to approximately $12,000 per person. Probably the best way to begin to grasp the scope and complexities of the U.S. federal budget is to look at recent data to see where we spend money and how we raise it. As we explore the budgetary data, keep in mind that the government runs its budget on a fiscal-year basis, not a calendar-year basis. Fiscal year 2011, for example, began on October 1, 2010, and ended on September 30, 2011. States and local governments also provide government services and collect taxes. Some important services (for example, education) are primarily funded by state and local governments, and others, such as welfare and health care for the poor, are funded jointly by the federal government and state governments. However, because our focus in this chapter is on federal fiscal policy, we will concentrate our discussion on federal spending and taxation.



Federal Spending Federal spending, spending by the U.S. government, consists of two broad components: federal government purchases of goods and services and transfer payments. As you should recall from our discussion of GDP accounting, only federal government purchases of goods and services are included in GDP. Transfer payments, although an important part of the federal budget, are not a component of GDP because they do not represent any currently produced goods or services. To study the components of federal spending, we will look at the final data from fiscal year 2011 provided by the Congressional Budget Office, a nonpartisan agency of Congress that provides both budgetary forecasts and historical data on the budget. Table 10.1 provides key data on federal expenditures for fiscal year 2011, both in absolute dollar terms and as a percent of GDP. Let’s begin with the broad categories of the budget. Total spending, or outlays, in fiscal year 2011 were $3,598 billion or approximately 24.1 percent of GDP. Three components of the budget comprise this total: discretionary spending, entitlements and mandatory spending, and net interest. Discretionary constitutes all thefunded programs that Congress authorizes on an annual basis spending that are not automatically by prior laws. It includes defense spending and all nondefense domestic spending. When people commonly discuss federal spending, they often focus on this category, which includes the Defense Department, the Environmental Protection Agency, the State Department, the Interior Department, and other agencies. However, discretionary spending is less than 40 percent of total federal spending. Total nondefense spending is about 4.3 percent of GDP.



discretionary spending The spending programs that Congress authorizes on an annual basis.
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TABLE 10.1 Federal Spending for Fiscal Year 2011 Category



Total outlays Discretionary spending Defense Nondefense Entitlements and mandatory spending Social Security Medicare and Medicaid Other programs and offsetting receipts Net interest SOURCE: Congressional



entitlement and mandatory spending Spending that Congress has authorized by prior law, primarily providing support for individuals.



Social Security A federal government program to provide retirement support and a host of other benefits. Medicare A federal government health program for the elderly. Medicaid A federal and state government health program for the poor.



Outlays (billions)



Percent of GDP



$3,598 1346 700 646 2,025 725 835 466 227



24.1% 9.0 4.7 4.3 13.5 4.8 5.5 3.1 1.5



Budget Office, January 2012.



Congress and the president can use discretionary funds directly for activist fiscal policy. To stimulate the economy, they can authorize additional spending by government agencies, or they can urge agencies to accelerate their current spending plans. However, it does take time for bureaucracies to act, and just because Congress authorizes new spending does not mean the agencies will spend the funds immediately. Entitlement and mandatory spending constitutes all spending that Congress has authorized by prior law. These expenditures must be made by the federal government unless Congress changes the laws. The terms entitlement and mandatory spending are not totally accurate, however. Individuals are “entitled” to benefits only to the extent they meet the requirements passed by Congress. Congress can always change the rules. Similarly, this category of spending is “mandatory” only to the extent Congress maintains the current programs in place. Entitlements and mandatory spending are the single largest component of the federal budget. One of the most familiar programs is Social Security, which provides retirement payments to retirees as well as a host of other benefits to widows and Medicare families of the disabled provides health all individuals once they reach age ofworkers. 65. Medicaid provides health care care to thetopoor, in conjunction with the states. Spending on these two health programs by the federal government now exceeds spending on Social Security. The government provides a range of other programs as well, including additional retirement and disability programs (aside from Social Security) and farm price supports to provide income to farmers. Some of these programs are means tested. That is, the amount of benefit is partly based on the income of the recipient. Medicaid, for example, is a means-tested program. Net interest is the interest the government pays on the government debt held by the public, for example, U.S. Treasury bonds, bills, and U.S. savings bonds. We will discuss how the government borrows money later in the chapter. In fiscal year 2011, total net interest payments to the public were $227 billion, or approximately 1.5 percent of GDP. Total expenditures on net interest are directly related to the total government debt held by the public and the level of interest rates. Increased government debt and higher interest rates will lead to higher net interest payments by the government. As the population ages, entitlements and net interest are becoming the fastest-growing component of the federal budget.



Federal Revenues The federal government receives its revenue from taxes levied on both individuals and businesses. Table 10.2 shows the revenues the federal government received in fiscal year 2011 in both dollar terms and as a percent of GDP. Let’s review the categories that comprise total federal revenue. The single largest component of federal revenue is the familiar individual income tax. Tax returns
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TABLE 10.2 Sources of Federal Government Revenue, Fiscal Year 2011 Category



Receipts (billions)



Percent of GDP



$2,302 1091 819 181 211



15.4% 7.3 5.5 1.2 1.4



Total revenue Individual income taxes Social insurance taxes Corporate taxes Estate, excise, and others SOURCE: Congressional



Budget Office, January 2012.



calculating the tax individuals or couples owed during the prior year must be filed by April 15 of every year. During the year, the federal government collects in advance withholding some taxes due by a portion of workers’ paychecks. Taxpayers not subjectoftothe withholding or who earn income through investments must make estimated tax payments each quarter, so the tax due the federal government is paid evenly over the year in which it is earned. The second-largest component of federal revenue is social insurance taxes, which are taxes levied on earnings to pay for Social Security and Medicare. Today, social insurance taxes are almost as large as individual income taxes, and together they comprise over 80 percent of total federal revenue. Unlike individual income taxes, social insurance taxes are paid only on wages and not on income from investments. Other taxes paid directly by individuals and families include estate and gift taxes, excise taxes , and custom duties. Estate and gift taxes, sometimes known as the “death tax,” are levied on the estates and previous gifts of individuals when they pass away. In 2012 estates were taxed only if they exceeded a threshold of $5.0 million—so small estates did not pay this tax. There is considerable uncertainty as to the future level for the estate tax. The estate and gift tax typically raises little revenue but generates a great deal of controversy. Opponents of the tax argue that it destroys family-held businesses, such as family farms passed down from one generation to the next. Proponents claim the tax is necessary to prevent what they see as unfair accumulation of wealth across



generations. The corporate tax is a tax levied on the earnings of corporations. This tax raised less than 8 percent of total federal revenues during fiscal year 2011. The tax was a more important source of revenue in past decades but has declined to today’s relatively low level. This decline has been attributed to many factors, including falling corporate profits as a share of GDP, the growth of opportunities for tax shelters, incentives provided by Congress to stimulate business investment and research and development, and complex rules for taxing multinational corporations that operate on a global basis. The other sources of government revenue are relatively minor. Federal excise taxes are taxes levied on the sale of certain products, for example, gasoline, tires, firearms, alcohol, and tobacco. Custom duties are taxes levied on goods imported to the United States, such as foreign cars or wines. SUPPLY-SIDE ECONOMICS AND THE LAFFER CURVE Is it possible for a



government to cut tax rates yet still raise more revenue? That’s a politician’s dream. People would face lower tax rates, yet there would be more money for politicians to spend. Economist Arthur Laffer argued in the late 1970s that there was a strong possibility we could do this in the U.S. economy. Laffer’s views influenced many politicians at the time and became the basis for supply-side economics. Supply-side economics is a school of thought that emphasizes the role taxes play in the supply of output in the economy. Supply-side economists look at the effects of taxes not just on aggregate demand, as we did earlier in this chapter, but also on aggregate supply. A decrease in tax rates will typically tend to increase labor supply and output. Thus, changes in taxes can also shift the aggregate supply curve. Laffer also developed a model known today as the Laffer curve . Suppose a government imposed extremely high tariffs (taxes) on imported goods—tariffs so high



supply-side economics A school of thought that emphasizes the role that taxes play in the supply of output in the economy. Laffer curve A relationship between the tax rates and tax revenues that illustrates that high tax rates could lead to lower tax revenues if economic activity is severely discouraged.
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that no one could afford to import any goods whatsoever. If this were the case, the government would not collect any revenue from the tariffs. But if the government cut the rates and individuals began to buy imported goods, the government would start to collect at least some tariff revenue. This was Laffer’s point: Lower taxes (tariffs) could actually lead to higher government revenues. Virtually all economists today believe Laffer’s tax revenue idea won’t work when it comes to broad-based income taxes or payroll taxes. For these types of taxes, cutting rates from their current levels would simply reduce the revenues the government collects, because most economists believe the supply of labor is not as sensitive to changes in tax rates as Laffer believed it was. But there are some taxes, such as tariffs or taxes on the gains investors earn by holding stocks and bonds, for which Laffer’s claim is plausible.



T h e F e d e r a l D e f i c i t a n d F i sc a l P o l i c y budget deficit The amount by which government spending exceeds revenues in a given year.



budget surplus The amount by which government revenues exceed government expenditures in a given year.



The federal government runs a budget deficit when it spends more than it receives in tax revenues in a given year. Here is how it works. Suppose a government wishes to spend $100 billion but receives only $95 billion in tax revenue. To actually spend the $100 billion, the government must obtain funds from some source. Facing a $5 billion shortfall, it will borrow that money from the public by selling the public government bonds. A government bond is an IOU in which the government promises to later pay back the money lent to it, with interest. Thus, when the public purchases $5 billion of these bonds, it transfers $5 billion to the government. Later the public will receive its $5 billion back with interest. If the government collects more in taxes than it wishes to spend in a given year, it is running a budget surplus. In this case, the government has excess funds and can buy back bonds it previously sold to the public, eliminating some of its debt. Many political and economic considerations enter into the decisions to change government spending or taxes or raise or lower deficits. In the last part of this chapter we will see how fiscal policy has been used historically in the United States. In later chapters, we will look in more depth at other political considerations that influence fiscal policy.



A ut o ma t i c S t a b i l iz e rs Both government spending and tax revenues are very sensitive to the state of the economy. Because tax collections are based largely on individual and corporate income, tax revenues will fall sharply during a recession as national income falls. At the same time, government transfer payments for programs such as unemployment insurance and food stamps will also tend to increase during a recession. The result is higher government spending and lower tax collections and the increased likelihood that the government will run a budget deficit. Similarly, when the economy grows rapidly, tax collections increase and government expenditures on transfer payments decrease, and the likelihood of the federal government running a surplus is greater. Now suppose an economy had a balanced federal budget—neither deficit nor surplus. An external shock (such as a dramatic increase in oil prices or drought) then plunged the economy into a recession. Tax revenues fall and expenditures on transfer payments increase, resulting in a budget deficit. Believe it or not, the deficit actually serves a valuable role in stabilizing the economy. It works through three channels: 1 Increased transfer payments such as unemployment insurance, food stamps, and



other welfare payments increase the income of some households, partly offsetting the fall in household income. 2 Other households whose incomes are falling pay less in taxes, which partly offsets the decline in their household income. Because incomes do not fall as much as they would have in the absence of the deficit, consumption spending does not decline as much.
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3 Because the corporation tax depends on corporate profits and profits fall in a



recession, taxes on businesses also fall. Lower corporate taxes help to prevent businesses from cutting spending as much as they would otherwise during a recession. The government deficit itself, in effect, offsets part of the adverse effect of the recession and thus helps stabilize the economy. Similarly, during an economic boom, transfer payments fall and tax revenues increase. This dampens the increase in household income and also the increase in consumption and investment spending that would accompany higher household income and higher corporate profits. Taxes and transfer payments that stabilize GDP without requiring explicit actions by policymakers are called automatic stabilizers. The great virtue of automatic stabilizers is that they do not require explicit action from the president and Congress to change the law. Given the long inside lags caused by ideological battles in Washington, D.C., over spending, taxes, and the deficit, it is fortunate that we have mechanisms in place to dampen economic fluctuations without requiring explicit and deliberative action.



A r e D e fi c i t s B a d ? Let’s take a closer look at fiscal policy designed to stabilize the economy. If the budget were initially balanced and the economy plunged into a recession, a budget deficit would emerge as tax revenues fell and expenditures increased. To combat the recession, policymakers could then either increase government spending or cut taxes. Both actions, however, would increase the deficit—an important point to remember. Despite concerns about increasing the deficit, this is precisely the right policy. If policymakers tried to avoid running a deficit by raising taxes or cutting spending, that would actually make the recession worse. The key lesson here is that during a recession, we should focus on what our fiscal policy actions do to the economy, not what they do to the deficit. Does that mean concerns about the federal budget deficit are misplaced? No, because in the long run, large budget deficits can have an adverse effect on the economy. We explore these issues in more detail in a later chapter, but we can easily understand the basic problem. We have seen that when an economy is operating at full employment, output must be divided between consumption, investment, government spending, and net exports. Suppose, then, the government cuts taxes for households and runs a deficit. The reduced taxes will tend to increase consumer spending. Consumers may save some of the tax cut but will consume the rest. However, because output is fixed at full employment, some other component of output must be reduced, or crowded out. Crowding out is an example of the principle of opportunity cost.



PRINCIPLE



OF OPPOR



TUNITY C



OST



The opportunity cost of something is what you sacrifice to get it.



In this case, we normally expect that the increased consumption spending will come at the sacrifice of reduced investment spending. As we have seen, with reduced investment spending the economy will grow more slowly in the future. Thus, the budget deficit will increase current consumption but slow the growth of the economy in the future. This is the real concern with prolonged budget deficits. Another way to understand the concern about long-run deficits is to think of what happens in the financial markets when the government runs large deficits. As the government runs large deficits, it will have to borrow increasing amounts of money from the public by selling U.S. government bonds. In the financial markets, the government will be in increased competition with businesses that are trying to



automatic stabilizers Taxes and transfer payments that stabilize GDP without requiring policymakers to take explicit action.
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THE CONFUCIUS CURVE? APPLYING THE CONCEPTS #2: How are tax rates and tax revenues related?



While the idea that cutting tax rates might actually increase tax revenue is often attributed to economist Arthur Laffer, in fact, it is actually a much older idea than that. Yu Juo, one of the 12 wise men who succeeded Confucius in ancient China, had a very similar idea. He was asked by Duke Ai, “It has been a year of famine and there are not enough revenues to run the state. What should I do?” Juo said, “Why can’t you use a 10 percent tax?” The Duke answered, “I can’t even get by on a 20 percent tax; how am I going to do it on 10 percent?” Juo said, “If the people have enough what prince can be in want? If the people are in want how can the Prince be satisfied?” Clearly, Yu Juo was skeptical that raising rates would raise revenues and advocated for lower tax rates. Today, revenue estimators in Washington, D.C., do not share entirely in Yu Juo’s wisdom. But they do recognize that cutting tax rates will stimulate economic activity, which will offset some of the loss in potential revenues to the government. Related to Exercise 2.9 .



SOURCE: Based on author’s rendition of The Analects of Confucius, 12.9, http://www.iub.edu/~p374/Analects_of_ Confucius_(Eno-2010).pdf (accessed April 23, 2012).



raise funds from the public to finance their investment plans, too. This increased competition from the government will make it more difficult and costly for businesses to raise funds and, as a result, investment spending will decrease.



10.3 Fiscal Policy in U.S. History The fiscal policies that Congress and the president use have evolved over many years. In this section, we review the historical events that helped create today’s U.S. fiscal policies.



T h e D e p r e s si o n E ra The basic principles of fiscal policy—using government spending and taxation to stabilize the economy—have been known for many years and, indeed, were discussed in the 1920s. However, it took a long time before economic policy decisions were based on these principles. Many people associate active fiscal policy in the United States with actions taken by President Franklin Roosevelt during the Great Depression of the 1930s. But this view is misleading, according to E. Cary Brown, a former economics professor at the Massachusetts Institute of Technology.1 During the 1930s, politicians did not believe in modern fiscal policy, largely because they feared the consequences of government budget deficits. According to Brown, fiscal policy was expansionary only during two years of the Great Depression, 1931 and 1936. In those years, Congress voted for substantial payments to veterans, over objections of presidents Herbert Hoover and Franklin Roosevelt. Although government spending increased during the 1930s, taxes increased sufficiently during that same period, with the result that there was no net fiscal expansion.
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T h e K e n ne d y A d m i ni s t ra t io n Although modern fiscal policy was not deliberately used during the 1930s, the growth in military spending at the onset of World War II in 1941 increased total demand in the economy and helped pull the economy out of its long decade of poor performance. But to see fiscal policy in action, we need to turn to the 1960s. It was not until the presidency of John F. Kennedy during the early 1960s that modern fiscal policy came to be accepted. Walter Heller, the chairman of the president’s Council of Economic Advisers under John F. Kennedy, was a forceful advocate of active fiscal policy. From his perspective, the economy was operating far below its potential, and a tax cut was the perfect medicine to bring it back to full employment. When Kennedy entered office, the unemployment rate was 6.7 percent. Heller believed the unemployment rate at full employment—the “natural rate” of unemployment, that is—was really only about 4 percent. He convinced Kennedy of the need for a tax cut to stimulate the economy, and Kennedy put forth an economic program based largely on modern fiscal policy principles. Two other factors led the Kennedy administration to support the tax cut. First, tax rates were extremely high at the time. The top individual tax rate was 91 percent, compared to about 40 percent today. The corporate tax rate was 52 percent, compared to 35 percent today. Second, Heller convinced Kennedy that even if a tax cut led to a federal budget deficit, it was not a problem. In 1961, the federal deficit was less than 1 percent of GDP, and future projections indicated it would disappear as the economy grew because of higher tax revenues. The tax cuts were enacted in February 1964, after Lyndon Johnson became president following Kennedy’s assassination. They included permanent cuts in rates for both individuals and corporations. Estimating the actual effects these tax cuts had on the economy is difficult. To make a valid comparison, we need to estimate how the economy would have behaved without them. What we do know is that the economy grew at a rapid rate following the tax cuts. From 1963 to 1966, both real GDP and consumption grew at rates exceeding 4 percent per year. We cannot rule out the possibility that the economy could have grown just as rapidly without the tax cuts. Nonetheless, the rapid growth during this period suggests the tax cuts had the effect, predicted by Heller’s theory, of stimulating economic growth.



T h e V i e t na m W a r E ra The next major use of modern fiscal policy occurred in 1968. As the Vietnam War began and military spending increased, unemployment fell to very low levels. From 1966 to 1969, the overall unemployment rate fell below 4 percent. Policymakers became concerned that the economy was overheating and this would lead to a higher inflation rate. In 1968, a temporary tax surcharge of 10 percent was enacted to reduce total demand for goods and services. The 10 percent surcharge was a “tax on a tax,” so it raised the taxes paid by households by 10 percent. Essentially, the surcharge was specifically designed to be temporary and expired within a year. The surcharge did not decrease consumer spending as much as economists had initially estimated, however. Part of the reason was that it was temporary. Economists who have studied consumption behavior have noticed that consumers often base their spending on an estimate of their long-run average income, or permanent income, not on their current income. For example, consider a salesperson who usually earns $50,000 a year, although her income in any single year might be slightly higher or lower. Knowing her permanent income is $50,000, she consumes $45,000. If her income in one year is higher than average, say $55,000, she is still likely to consume $45,000 (as if she earned just her normal $50,000) and save the rest.



permanent income An estimate of a household’s long-run average level of income.
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The one-year tax surcharge during the Vietnam War had a similar effect. Because consumers knew the surcharge was not permanent, they didn’t alter their spending habits very much. The surtax reduced households’ savings, not their consumption. The result was a smaller decrease in demand for goods and services than economists anticipated. During the 1970s, there were many changes in taxes and spending but no major changes in overall fiscal policy. A recession in 1973 led to a tax rebate and other incentives in 1975, but, by and large, changes to fiscal policy were mild.



T h e R e a g a n A d mi n i st r a t i o n The tax cuts enacted during 1981 at the beginning of the first term of President Ronald Reagan were significant. However, they were not proposed to increase aggregate demand. Instead, the tax cuts were justified on the basis of improving economic incentives and increasing the supply of output. In other words, they were supply-side motivated. Taxes can have important effects on the supply of labor, saving, and economic growth. Proponents of the 1981 tax cuts emphasized the effects of supply and not increases in aggregate demand. Nonetheless, the tax cuts did appear to increase consumer demand and helped the economy recover from the back-to-back recessions in the early 1980s. By the mid-1980s, large government budget deficits began to emerge, and policymakers became concerned. As the deficits grew and became the focus of attention, interest in using fiscal policy to manage the economy waned because policymakers placed primary concern on deficit reduction, not stabilization policy. Although there were government spending and tax changes in the 1980s and 1990s, few were justified solely as policies to change aggregate demand.



T h e C l i nt o n a n d G e o rg e W . B u sh A d mi n i st r a t i o n s At the beginning of his administration, President Bill Clinton proposed a “stimulus package” that would increase aggregate demand, but it was defeated in Congress. Clinton later successfully passed a major tax increase that brought the budget into balance. A Republican-controlled Congress that had different priorities than the Clinton administration limited government spending. By 1998, the federal budget actually began to show surpluses rather than deficits, setting the stage for tax cuts. During his first year in office in 2001, President George W. Bush passed a 10-year tax cut plan that decreased tax rates, in part to eliminate the government surpluses and return revenues to households, but also to stimulate the economy that was slowing down as the high-tech investment boom was ending. The first year of the tax cut featured tax rebates or refunds of up to $600 per married couple. The refunds were intended to increase aggregate demand. After the September 11, 2001, terrorist attacks, President Bush and Congress became less concerned with balancing the federal budget and authorized new spending programs to provide relief to victims and to stimulate the economy, which had entered into a recession prior to September 11. In May 2003, President Bush signed another tax bill to stimulate the sluggish economy and, in particular, to increase investment spending. This bill had many distinct features, including moving up some of the previously scheduled cuts in tax rates that were part of the 2001 tax bill, increasing the child tax credit, and lowering taxes on dividends and capital gains. In 2008, a slowing economy led President Bush and Congress to adopt tax rebates and some investment incentives in early 2008. The tax cuts were relatively large, approximately 1 percent of GDP, and the rebates, some as large as $1,800, were designed to reach 128 million households. In February 2009, President Obama and Congress enacted the largest stimulus package in United States history. The stimulus
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package proved to be controversial both in its size and composition. While many economists believe it helped the economy recover, others have been more skeptical. The combination of the 2001 and 2007 recessions, the financial crisis of 2008 and its aftermath, the various tax cuts, the large stimulus package of 2009, and the increased expenses associated with the wars in Afghanistan and Iraq sharply changed the fiscal landscape from the beginning of the decade. Although the deficit temporarily became smaller in 2006 and 2007, the situation changed radically. By fiscal year 2011 the deficit was 8.7 percent of GDP, far above usual historical levels. Future projections indicated that the deficit would likely fall, but still remain high for future years. Figure 10.3 plots the course of spending, taxes, and the deficit since 1996 and shows the recent reemergence of deficits from the surpluses of the late 1990s and the deficits in 2011. The prospect of future deficits may limit the ability of the U.S. government to conduct expansionary fiscal policy in the near future and will set the background for the political debates in Washington, D.C., for many years to come.
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A CLOSER LOOK AT THE 2009 STIMULUS PACKAGE APPLYING THE CONCEPTS #3: Was the fiscal stimulus in 2009 successful?



In 2009, President Obama signed into law the American Recovery and Reinvestment Act, the largest fiscal stimulus in United States history. Although the recovery of the economy from the 2007 recession was still sluggish, many economists— including those at the Congressional Budget Office—believe that the stimulus did have a significant impact on the economy. But not all economists share this belief. John B. Taylor, at Stanford University, looked carefully at the three key elements stimulus package:and temporary tax cuts, increases in federal government purchasesofofthe goods and services, aid to state and local governments. Based on his analysis, Taylor believes the stimulus was ineffective. Taylor first examined whether the temporary tax cuts stimulated consumption spending. Consistent with much prior research on this topic, he found little evidence that the temporary tax cuts stimulated consumption; they were essentially saved. With respect to government purchases, this turned out to be a relatively small part of the stimulus package. Regardless of one’s view about the government spending multiplier, there was simply not enough to matter. Analyzing the effects of grants to state and local governments was more complex. Taylor found that state and local governments increased their spending on transfer programs (welfare and Medicaid) but cut back on their spending on goods and services. Taylor argues that, on balance, state and local governments simply saved the money they received from the federal government and used it to reduce their borrowing. Other economists disagree and have suggested that without the aid to state and local governments, there would have been substantially more cuts in spending and the provision of state and local services. Even President Obama admitted it was hard to find “shovel ready” projects to build newfunds infrastructure in a timely manner. the local federal governmentgetting can provide stimulus to individuals, businesses, andWhile state and governments, them to increase their spending is much more difficult.Related to Exercise 3.7 . SOURCE: Based on John B. Taylor, “An Empirical Analysis of the Revival of Fiscal Activism in the 2000s,” Journal of Economic Literature, 2011, v. 49,3, pp. 686–702.
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FIGURE 10.3



Federal Taxes, Spending, and Deficits, Fiscal Years 1996–2011 SOURCE: Congressional Budget Office, January 2012.
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SUMMARY This chapter explored 4 the role of government fiscal policy. Using the AD–AS model, we 5 showed how fiscal policy can stabilize 6 the economy. We also discussed the multiplier and the limits to sta- 7 bilization policy. In addition, the chapter gave us an overview of the federal budget, including spending, revenues, deficits, and surpluses. 8 Finally, we explored how fiscal policy in the United States has changed over time. Here are the key points: 1 Increases in government spending or decreases in taxes will increase aggregate demand. 2 Decreases in government spending or increases in taxes will decrease aggregate demand.



Both inside lags (the time it takes to formulate policy) and outside lags (the time it takes the policy to work) limit the effectiveness of active fiscal policy. The largest component of federal spending is entitlements and mandatory programs. The lar gest components of federal revenues are income taxes and social insurance taxes collected from individuals. Government deficits act as an automatic stabilizer that helps to stabilize the economy in the short run. In the short run, fiscal policy actions taken to combat a recession will increase the deficit; in the long run, deficits are a concern because they may lead to the crowding out of investment spending.



9 Active fiscal policy has been periodically used in the United States to stimulate the economy; at other times, concerns about deficits have limited the use of fiscal policy.



3 Because of the multiplier, the total shift in the aggregate demand curve will be larger than the initial shift. Policymakers need to take the multiplier into account as they formulate policy.
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 EXERCISES 10.1 1.1 1.2



1.3



1.4



1.5



1.6



1.7



All problems are assignable in MyEconLab.



The Role of Fiscal Policy



To decrease aggregate demand, a government can either decrease spending or taxes. Contractionary fiscal policy shifts the aggregate demand curve to the , prices, and real GDP. If the multiplier for taxation is –1.50, then a $150 billion increase in taxes will ultimately shift the demand curve by . lags refer to the time it takes for policymakers to recognize an economic problem and take appropriate actions. A Chinese Experiment. In 2000 the Chinese government mandated three one-week holidays throughout the year to stimulate consumer spending. The idea was that these extended vacations would induce the Chinese to spend more of their earnings while on vacation. a. Using the AD–AS framework, show the mechanism through which the Chinese government believed that the mandated holidays would stimulate the economy. b. Although consumption spending rose during the vacation period, the data show that consumption fell before and after the vacation. Did the policy work? Time-Dated Debit Cards as a Fiscal Stimulus. Here is one unusual fiscal policy: The government would issue time-dated debit cards to each person that had to be spent on goods and services produced only by U.S. firms within a fixed period (say, three months) or become worthless. Suppose the government was considering whether to issue $400 in time-dated debit cards to each household or give each household $400 in cash instead. a. Which plan would lead to the greatest economic stimulus? b. Which plan do you think the government would find easier to administer? c. Suppose a household had large credit card debt, which it wished to reduce. Which of the two plans would that household prefer? Political Systems and the Inside Lag for Fiscal Policy. Under a parliamentary system like in Britain, there are fewer checks and balances on the government than in the United States. In a parliamentary system, the party that controls the legislature also runs the executive branch. How do you think the inside lag for fiscal policy in England compares to that in the United States?



1.8



1.9



Looking Backward. Some critics of stabilization policy say that policymakers are always looking backward—through a rear view mirror at past data— and thus cannot conduct stabilization policy. Can you give a defense for policymakers despite the fact that they must look at past data? Shorter Business Cycles and Lags. Suppose the typical business cycle as shown in Figure 10.2 becomes shorter. Does this make the conduct of active fiscal



policy easier or harder? Explain.



10.2 2.1 2.2 2.3 2.4 2.5



The Federal Budget



Fiscal year 2012 began on October 1, . Discretionary spending is the largest component of federal spending. (True/False) Tw o ex am pl es of en ti tl em en t sp en di ng ar e and . The two primary sources of federal government revenue are and . The States and Balanced Budgets. Unlike the U.S. federal government, virtually all states have requirements that they must either plan for or maintain a balanced budget. a. Suppose the national economy experiences a recession. How will this affect the budgets of the states? What actions must the states then take to balance the budget? c. Graphically show how these actions, taken together, may destabilize the national economy. Automatic Stabilizers and Fluctuations in Output. Because of automatic stabilizers, states with more generous unemployment insurance programs will experience fluctuations in output. Partnerships and Corporate Tax Revenues. In recent years, many large organizations—such as global accounting firms—have been structured as partnerships for tax purposes rather than corporations. This means that they do not have to pay the corporate tax. How would the growth of partnerships as a form of business organization explain some of the historical b.



2.6



2.7



2.8



trends with the corporate tax? Ma nd at or y Sp en di ng an d En ti tl em en ts . Is “mandatory spending” really mandatory? (yes/no) Explain how mandatory spending differs from discretionary spending. In the face of the coming crisis in entitlement spending, do you believe that 221



 2.9



mandatory spending will be harder to change than discretionary spending? (Related to Application 1 on page 210.) High Tax Rates and Summer Employment. Suppose you were considering taking a summer job to earn additional spending money for school. The job pays $12 an hour but you have to pay both income and social insurance taxes on your earnings. If you faced a 50 percent rate of taxation on your earnings (so you could keep only $6), would you keep working? How about a 70 percent rate? (Related to Application 2 on page 216.)



10.3 3.1 3.2 3.3 3.4 3.5



do you think the forecasters were correct? Answer yes or no. a. Taxpayers were not aware they would receive refunds until they had completed their income tax statements.



NOTES 1. E. Cary Brown, “Fiscal Policy in the 1930s: A Reappraisal,” American Economic Review 46 (December 1956): 857–879.
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3.7



Fiscal Policy in U.S. History



was the first president to consciously use fiscal policy to stabilize the economy. Walter Heller was President Lyndon Johnson’s chief economic adviser. (True/False) The U.S. economy witnessed federal budget surpluses in . Long-run average income is known as income. Tax Refunds and Consumer Spending. In 1999, the Internal Revenue Service began to mail out refund checks because of changes in the tax law in 1998. Economic forecasters predicted that consumption and GDP would increase because of higher refunds on income taxes. Using each of the following assumptions,



Taxpayers did know they would receive refunds but, as consumers, based their spending decisions solely on their current levels of income. c. Taxpayers did know they would receive refunds and, as consumers, based their consumption decisions on their permanent incomes. The Rise and Fall of Fiscal Surpluses. What factors led the United States from federal surpluses at the end of the 1990s to deficits in the first decade of the twenty-first century? What factors led to the demise of surpluses? Personal Debt and Tax Cuts. Suppose you had b.



3.8



3.9



3.10



apaying large aunpaid balance on yourYou credit cardreceived and were high rate of interest. then a one-time tax rebate from the government and decided to pay down the balance on your credit card. If there were many others like you in the economy, would the tax cut be an effective stimulus? (Related to Application 3 on page 219.) College Students and Tax Rebates. If a college student with a low credit card limit received a tax rebate, do you think he or she would be more likely to save it or spend it? How about a middle-aged married man who does not have a low credit card limit? Explain your reasoning. A Dramatic Drop in the Corporate Tax. Go to the Web site for the Congressional Budget Office ( www. cbo.gov) and find the data for corporate tax revenue between 2007 and 2009. What was the decrease and how can you explain it? Long-Run Deficit Projections. The Congressional Budget Office makes long-run deficit budget projections, extending far into the twenty-first century. What are the main causes of the long-run deficits projected by the CBO?



 The Income-Expenditure Model
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11



Heading into the global recession in 2007, the Chinese economy was growing at the extraordinary rate of began 11 percent perseverity year. of As Chinese policymakers to see the



the oncoming global recession, they became concerned that real GDP growth would fall below the 7 percent level they needed to incorporate the influx of new entrants into the labor force. As a consequence, they embarked on a massive stimulus package, more in the spirit of Keynes than Mao. In late 2008 the Chinese government announced it was undertaking a stimulus plan equivalent to $586 billion in U.S. dollars. This was a massive program, approximately 13 percent of GDP. Public infrastructure was the largest single component of the plan, with investments for new railways, roads, irrigation, and transportation. Another major component of the plan was funds to restore the damage caused by the severe earthquakes that had hit Sichuan province earlier in the year. Additional funds in the package were allocated for housing, social programs, and human capital. Since China was already embarking on a state-run, large-scale investment program, it was able to put these programs into effect rather quickly. That was in sharp contrast to the United States, which needed to gear up new programs to spend funds on infrastructure. As a result, China managed to avoid the worst of the global recession, with real GDP growth around 9 percent for both 2008 and 2009 and continued strong growth through 2011. A robust Chinese economy also helped the other economies in the world to recover as well.1



LEARNING



OBJECTIVE
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•



Discuss the income-expenditure model.



•



•



Identify the two key components of the consumption function.



Discuss the role of exports and imports in determining equilibrium income.



•



Explain how the aggregate demand curve is



• •



Calculate equilibrium income in a simple model. Explain how government spending and taxes affect equilibrium income.



related to the income-expenditure model. MyEcon Lab MyEcon Lab helps you master each objective and study more efficiently.
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CHAPTER 11 • THE INCOME-EXPENDITURE MODEL



n



ewspaper and television stories about the economy tend to focus on what causes changes in short-term real GDP. For example, we often read about how changes in economic conditions in Europe or Asia or changes in government spending or taxation will affect near-term economic growth. To understand these stories, we need to understand the behavior of the economy in the short run. As we have seen, in the short run changes in aggregate demand play the key role in determining the level of output. In the short run, prices are slow to change, and therefore fluctuations in aggregate demand translate directly into fluctuations in GDP and income. In this chapter, we take a more detailed look at short-run fluctuations in GDP. The model we develop in this chapter is called the income-expenditure model, sometimes referred to as the Keynesian cross. The model was developed by the economist John Maynard Keynes in the 1930s and later extended and refined by many economists. When Keynes developed his approach to macroeconomics, the world economy was in the midst of a severe depression. Unlike many other economists at the time, Keynes did not believe the economy would return to full employment by itself. An economy could get “trapped” in a depression and not recover. Keynes provided both a diagnosis of an economic depression and a cure. He argued that the fundamental problem causing the world depression was insufficient demand for goods and services. Here was the problem: Firms would not increase their production and put the unemployed back to work unless there was sufficient demand for the goods and services they produced. But consumers and firms would not demand enough goods and services unless the economy improved and their incomes were higher. Keynes argued that active fiscal policy—increasing government spending or cutting taxes—could increase total demand for goods and services and bring the economy back to full employment. This income-expenditure model is based on the idea that higher expenditures were necessary to generate higher levels of income in the economy. The income-expenditure model focuses on changes in the level of output or real GDP. However, it does not take into account changes in prices. The model is thus very useful for understanding economic fluctuations in the short run when prices do not change very much. It is less useful in the intermediate or longer run, when prices do adjust to economic conditions. For intermediate or longer-run analysis, we need to use the aggregate demand and aggregate supply curves to understand movements in both output and prices. In this chapter, we focus on the short run. In the last part of this chapter, we show how Keynes’s income-expenditure model also provides an important building block for our model of aggregate demand. In later chapters, we will incorporate financial markets into our discussion of aggregate demand. This chapter will primarily use graphical tools to explain the income-expenditure model. An appendix to the chapter provides an algebraic treatment of the model and shows how some of the key formulas are derived.



11.1 A Simple Income-Expenditure Model First, we will develop a very simple income-expenditure model to illustrate the ideas of Keynes. Later in the chapter, we will expand the income-expenditure model to make it more realistic.



Equilibrium Output Let’s begin with the simplest income-expenditure model. It uses a graph like Figure 11.1, with total expenditures for goods and services represented on the vertical axis, output (y) represented on the horizontal axis, and a 45° line.The 45° line marks all the points on the graph at which the value of the variable measured on thehorizontal axis o( utput) equals the value of the variable measured on the vertical axis (total expenditures). In our most basic model, we temporarily omit the government andthe foreign sector. Only consumers and
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firms can demand output: Consumers demand consumption goods, and firms demand investment goods. We make things even simpler by assuming that consumers and firms each demand a fixed amount of goods. Let consumption demand be an amount C, and let investment demand be an amountI. Total demand will be C + I. Total demand for planned expenditures goods and services is also calledplanned expenditures. Thus, planned expenditures in Another term for total demand for goods and services. this simple economy are equal toC + I. ◀



FIGURE 11.1



The 45° Line At any point on the 45° line, the distance to the horizontal axis is the same as the distance to the vertical axis. s e r u it d n e p x E



45° 0



Output, y



In the income-expenditure model, we assume firms supply all the output that is demanded. This means the short-run aggregate supply curve is flat, so firms will produce whatever is demanded without changing their prices. This assumption is reasonable in the short run. Because firms are willing to supply whatever is demanded, demand is the key factor in determining the level of output, or GDP. In the income-expenditure model, the level of output will adjust to equal the level of planned expenditures. We call the level of output the equilibrium output. Let’s denote the level of equilibrium output as y*. Then the level of equilibrium output will be equi i rium output



=



y*



=



C



+



I



=



equilibrium output The level of GDP at which planned expenditure equals the amount that is produced.



p anne expen itures



At equilibrium output, planned expenditures for goods and services equal the level of output or GDP. Figure 11.2 can help us understand how the level of equilibrium output, or GDP, in the economy is determined. On the expenditure-output graph, we superimpose the line representing planned expenditures, C + I, which is a horizontal line because both ◀



FIGURE 11.2



Determining Equilibrium Output At equilibrium outputy*, total expenditures demand y* equals outputy*. a s e r u it d n e p x E
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C and I are fixed amounts. Because planned expenditures are fixed at C + I, they do not depend on the level of output. Equilibrium output is at y*, the level of output at which the planned expenditure line crosses the 45° line. The two lines cross at point a, where output measured on the horizontal axis equals planned expenditures by consumers and firms measured on the vertical axis. Recall that on a 45° line the value on the horizontal axis equals the value on the vertical axis.



A d ju s t i ng t o E q u il i b r i um O ut p u t What would happen if the economy were producing at a higher level of output, such as y1 in Figure 11.3? At that level of output, more goods and services are being produced than consumers and firms are demanding. Goods that are produced but not purchased will pile up on the shelves of stores. Firms will react to these piles of goods by cutting back on production. The level of output will fall until the economy reaches y*, as indicated by the leftward arrow in Figure 11.3. ▶



FIGURE 11.3



Equilibrium Output Equilibrium output (y*) is determined at a, where demand intersects the 45° line. If output were higher (y1), it would exceed demand and production would fall. If output were lower (y2), it would fall short of demand and production would rise.
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If the economy were producing at a lower level of output,y2, planned expenditures would exceed total output. Firms would find that the demand for consumption and investment goods is greater than their current production. Inventories now disappear from the shelves of stores,and firms face increasing backlogs of orders for theirproducts. They respond by stepping up production, so GDP increases back to y*, as indicated by the rightward arrow in Figure 11.3. Table 11.1 also helps to illustrate the process that determines equilibrium output. The table shows, with a numerical example, what happens to production when planned expenditures do not equal output. Planned expenditures, consumption ( C) plus investment (I ), equal $100 billion. In the first row, we see that if current production is only $80 billion, stocks of inventories will be depleted by $20 billion, so firms will increase output to restore their inventory levels. In the third row, production is at $120 billion, creating an excess of inventories of $20 billion, and firms will cut back production. In the second row, planned expenditures equal output, so neither inventories nor production changes. TABLE 11.1 Adjustments to Equilibrium Output (in Billions of Dollars) C + Production I



$100 100 100



Inventories



$ 80 100 120



Depletion of inventories of $20 No change Excess of inventories of $20



Direction of Output



Output increases Output stays constant Output decreases
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Be sure you remember that the equilibrium level of output occurs where planned expenditures equal production. If the economy were not producing at that level, we would find either that the demand for goods was too great relative to production, or that there was insufficient demand relative to production. In either case, the economy would rapidly adjust to reach the equilibrium level of output.



11.2 The Consumption Function To make the income-expenditure model more realistic, we will need to introduce other components of demand, including the government and the foreign sector. But first we need to recognize that consumers’ planned expenditures will depend on their level of income.



Consumer Spending



and Income



Let’s begin by reviewing the consumption function we first introduced in Chapter 9. The consumption function describes the relationship between desired spending by consumers and the level of income. When consumers have more income, they will want to purchase more goods and services. As we have seen, a simple consumption function can be described by the equation



C



=



Ca



+



consumption function The relationship between consumption spending and the level of income.



by



in which total consumption spending, C, has two parts. The first part, Ca, is called autonomous consumption, and it does not directly depend on the level of income. The second part, by, represents the part of consumption that does depend on income. It is the product of the fraction b, called the marginal propensity to consume (MPC) , and level of income in the economy, y. The MPC, which has a value of b in our formula, tells us how much consumption spending will increase for every dollar that income increases. If b equals 0.7, then for every $1 that income increases, consumption would increase by 0.7 : $1, or $0.70. In our simple income-expenditure model,output is also equal to the income that flows to households. As firms produce output, they pay households income in the form of wages, interest, profits, and rents. We can therefore usey to represent both output and income. We plot a consumption function in Figure 11.4. The consumption function is a line that intersects the vertical axis at Ca, the level of autonomous consumption spending, which is typically greater than zero (therefore, it has a positive intercept). The slope of the consumption function equalsb, the marginal propensity to consume. Although output is plotted on the horizontal axis, remember that it is also equal to income, so income rises dollar for dollar with output. That is why we can plot the consumption function, which depends on income, on the same graph that determines output.



autonomous consumption The part of consumption that does not depend on income. marginal propensity to consume (MPC) The fraction of additional income that is spent.



◀



FIGURE 11.4
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The consumption function relates desired consumer spending to the level of income.
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Changes in



the Consumption



Function



The consumption function is determined by the level of autonomous consumption and by the MPC. The level of autonomous consumption can change, and so can the MPC. Changes in either shift the consumption function to another position on the graph. A higher level of autonomous consumption but no change in MPC will shift the entire consumption function upward and parallel to its srcinal position. More consumption occurs at every level of income. We show an increase in autonomous consumption in Panel A of Figure 11.5.
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Output, y (A) An increase in autonomous (A) consumption from C a0 to C 1 a a shifts up the entire consumption function. ▲
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eb



Output, y (B) An increase in the MPC fromb to b' increases the slope of the consumption function.



FIGURE 11.5



Movements of the Consumption Function Panel A shows that an increase in autonomous consumption from Ca0 to Ca1 shifts the entire consumption function upward. Panel B shows that an increase in the MPC from b to b’ increases the slope of the consumption function.



A number of factors can cause autonomous consumption to change. Here are two: • Increases in consumer wealth will cause an increase in autonomous consumption. Wealth consists of the value of stocks, bonds, and consumer durables (consumer goods that last a long itme, such as automobiles and refrigerators). Note that a person’s wealth is not the same as income.Income is the amount of money someone earns during a period, such as in a given year, whereas wealth represents the person’s total net worth. Nobel Laureate Franco Modigliani found that increases in stock prices, which raise consumer wealth, will lead to increases in autonomous consumption. Conversely, a sharp fall in stock prices will lead to a decrease in autonomous consumption. • Increases in consumer confidence will increase autonomous consumption. Forecasters pay attention to consumer confidence, a measure based on household surveys of how positive consumers are feeling about the future, because it helps them to predict consumption spending. The Conference Board, a nonprofit organization devoted to disseminating economic analysis, publishes an index of consumer confidence each month that many forecasters rely on. A change in the marginal propensity to consume will cause a change in the slope of the consumption function. We show an increase in the MPC in Panel B of Figure 11.5 , where we assume autonomous consumption is fixed. As the MPC increases, the consumption function rotates upward, counterclockwise. This rotationmeans the consumption function line gets steeper.
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FALLING HOME PRICES, THE WEALTH EFFECT, AND DECREASED CONSUMER SPENDING APPLYING THE CONCEPTS #1: How do changes in the value of homes affect consumer spending?



The value of homes in excess of what people borrow with a mortgage is known as their home equity. Home equity is the single largest component of net wealth for most families in the United States. Compared to wealth holdings in the stock market, which tend to be concentrated in the highest income brackets, home-equity wealth is more widely dispersed across the income spectrum. Changes in the value of home equity— like other forms of wealth—affect consumer spending. The period from 1997 to mid-2006 was paradise for consumers. Housing prices rose nationally by approximately 90 percent and consumer wealth grew by $6.5 trillion dollars over that period. The party ended in the summer of 200 6 as housing prices began to fall. In some regions of the country, where housing prices had risen most sharply, they fell from their peak by about 30 percent. No longer were households refinancing their mortgages and pulling out money to buy new cars, boats, or other consumer durables. Instead, many recent home purchasers actually owed more than their homes were worth—and, as a result, some defaulted on their loans and turned their property over to lenders. How do these changes affect consumer spending? In its review of the literature, the Congressional Budget Office found most studies estimated a decrease of consumer wealth of $1 would lower consumption spending by somewhere between $0.02 and $0.07. Based on forecasts for housing prices, the Congressional Budget Office estimated the declines in housing prices would reduce consumer wealth and ultimately consumer spending between $21 and $72 billion or subtract 0.1 to 0.5 percentage points from economic growth during 2007. This partly explains the reduced rate of economic growth that occurred during that year. Related to Exercises 2.5 and 2.7.



SOURCE: Based on Congressional Budget Office, Housing Wealth and Consumer Spending, January 2007, http://www.cbo.gov/publication/18279(accessed April 24, 2012).



Output and the Consumption 11.3 Equilibrium Function Using the consumption function, we can now begin to look at more complex versions of the income-expenditure model. We continue to assume investment spending, I, does not depend on the level of income. The only difference between what we did in the preceding section and what we are about to do here is that we now recognize consumption increases with the level of income. Figure 11.6 shows how GDP is determined. We first plot the consumption function, C, as before: A sloping line graphically representing that consumption spending is a function of income. Because we investment constant at all levels of income,Itotoget C + I line, we are can assuming simply vertically add isthe constant level of investment thethe consumption function. Adding vertically gives us the C + I line, which represents total planned expenditures in the economy. This line is upward sloping because consumption spending increases with income. At any level of income, we now know the level of total planned expenditures, C + I.
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FIGURE 11.6



Equilibrium Output and the Consumption Function Equilibrium output is determined where the C + I line intersects the 45° line. At that level of output, y*, desired spending equals output.
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The level of equilibrium output, y*, occurs where the planned expenditure line C + I crosses the 45° line. At this level of output, planned expenditures equal output. At any other level of production, planned expenditures will not equal output, and the economy will adjust back to y* for the same reasons and in the same way as in the corresponding example in the preceding section. In the appendix to this chapter, we show that the equilibrium output in this simple economy is equilibrium output



=



1 autonomous consumption + investment 2 1 1 - MPC 2



or, in the mathematical terms representing those words,



y*



1 Ca + I 2 11 - b2



=



From this relationship and the numerical values for Ca, b, and I, we can calculate equilibrium output. Suppose



Ca b I



=



=



=



100 0.6 40



This means the consumption function is C = 100 + 0.6y. Then, using our formula for equilibrium output, we have



y*



=



100 + 40 1 - 0.6



=



140 0.40



=



350



Saving and I nvestment We can determine equilibrium output another way, which highlights the relationship between saving and investment. To understand this relationship, recall that in an economy without taxation or government, the value of output, or production ( y), equals the value of income. Households receive this income and either consume it ( C),
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save it (S), or a combination of both. We can therefore say that saving equals output minus consumption or, in mathematical terms,



S



=



y



-



C



In our simple economy, output is determined by planned expenditures, C + I, or



y



=



C



+



I



If we subtract consumption from both sides of this equation, we have



y



-



=



I



But we just saw that the left side, y - C, equals saving, S, so we have



S



=



I



Thus, equilibrium output is determined at the level of income where savings equal investment. However, the level of savings in the economy is not fixed. A savings function describes the relationship between savings and the level of income. Total savings will increase with the level of GDP. Recall from Chapter 9 the concept of the marginal propensity to save (MPS): It is the ratio of additional savings to additional income. Since households will increase their total savings as their income increases, total savings will increase with GDP. Figure 11.7 illustrates how equilibrium income is determined where savings equals investment. The horizontal line is a fixed level of investment in the economy. The upward-sloping line is the savings function. The two lines intersect at the equilibrium level of output, y*.



savings function The relationship between the level of saving and the level of income.
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To illustrate these ideas with a numerical example, let’s return to the previous case in which the consumption function is C = 100 + 0.6y. Because S = y - C, saving is



S S
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=
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This equation is the savings function for this example. The marginal propensity to save (MPS) is 0.4. That means that for every dollar y increases, saving increases by $0.40. Notice the slope of the savings function is the MPS. In our previous example, investment was 40 and equilibrium output was 350. Let’s check that saving does equal level of function, investment. in the value of equilibrium output, or income, intothat the savings we Plugging get
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So saving equals investment at the level of equilibrium output.



Equilibrium output is determined at the level of output, y*, where savings equals investment.
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Understanding the



Multiplier



In all economies, investment spending fluctuates. We can use the model we developed that determines output in the short run, the income-expenditure model, to see what happens if there are changes in investment spending. Suppose investment spending srcinally was I0 and increased to I1—an increase we will call ∆ I (the symbol ∆ , the Greek capital letter delta, is universally used to represent change). What happens to equilibrium output? Figure 11.8 shows how equilibrium output is determined at the srcinal level of investment and at the new level of investment. The increase in investment spending shifts the C + I curve upward by ∆ I . The intersection of the C + I curve with the 45° line shifts from a0 to a1. GDP increases from y0 to y1 by the amount ∆ y. The figure shows that the increase in GDP—that is, the amount ∆ y—is greater than the increase in investment—the amount ∆ I —or ∆ y 7 ∆ I . This is a general result: The increase in output always exceeds the increase in investment because of the multiplier effect we discussed in the last chapter. ▶



FIGURE 11.8



The Multiplier C + I1



When investment increases from I0 to I1, equilibrium output increases from y0 to y1. The change in output 1 ∆ y 2 is greater than the change in investment 1 ∆ I 2 .
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Let’s review the logic of the multiplier. Suppose there is an initial increase of investment spending by $20 million. This additional demand will initially increase output, income, and aggregate demand by $20 million. Assuming the MPC is 0.8, the $20 million in additional income will lead to $16 million in increased consumer spending (the MPC of 0.8 : $20 million). With an increase in consumer demand of $16 million, output, income, and aggregate demand will therefore increase by another $16 million. In turn, this will increase consumer spending by another $12.8 million (the MPC of 0.8 : $16 million). This increased demand will therefore increase output, income, and aggregate demand by $12.8 million, generating further increases in consumer spending of $10.24 million. As this process continues over time, total spending will continue to increase, but in diminishing amounts. If we add up all the spending in the (infinite) rounds, we findincome the initial increase in investment spending will generate a total increase in equilibrium of $100 million, far more than the initial $20 million with which we began. In this case, the multiplier is 5 (5 : $20 million = $100 million). We show how to derive the formula for a simple multiplier in the appendix to this chapter: multiplier
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11



-



1 MPC 2
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USING LONG-TERM MACRO DATA TO MEASURE MULTIPLIERS APPLYING THE CONCEPTS #2: What evidence does the long historical record provide about multipliers?



One of the difficulties in estimating multipliers is that during normal times, government spending and taxes do not change too much so it is difficult to isolate their effects on the economy. Economists Robert Barro and Charles Redlick went back in the historical record to look at times when government expenditures and taxes did change substantially: during the buildups and aftermaths of major wars. In their work, they typically found much smaller multipliers for defense expenditures, typically less than one. This means that increases in government spending did increase the economy, but less than the amount of government spending itself. It also implies that there must have been crowding out of other components of spending. They found that multipliers were larger when there was more unemployment in the economy. Barro and Redlick also suggest that other researchers found larger associations between government spending and GDP because they had the causality backward—nondefense spending often rises when GDP grows rapidly. Untangling these issues is a difficult task for social scientists. Related to Exercise 3.9. SOURCE: Based on Robert J. Barro and Charles Redlick, “Stimulus Spending Doesn’t Work,” Wall Street Journal, October 1, 2009.



Suppose the MPC equals 0.8. Then the multiplier would be multiplier
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Notice that the multiplier increases as the MPC increases. If MPC equals 0.4, the multiplier is 1.67; if the MPC equals 0.6, the multiplier is 2.5. To see why the multiplier increases as the marginal propensity to consume increases, think back to our examples of the multiplier. The multiplier occurs because the initial increase in investment spending increases income, which leads to higher consumer spending. With a higher MPC, the increase in consumer spending will be greater, because consumers will spend a higher fraction of the additional income they receive as the multiplier increases. For example, if the MPC is 0.8, they will spend an additional $0.80, whereas if the multiplier was 0.6, they would spend only an additional $0.60. With a higher MPC, the eventual increase in output will be greater, and therefore so will the multiplier. One implication of the multiplier is that the effect of any change in investment “multiplies” throughout the economy. This explains why economies can often recover quickly after natural disasters.



11.4 Government Spending and Taxation



We now make our income-expenditure model more realistic by bringing in government spending and taxation, which makes the model useful for understanding economic policy debates. In those debates, we often hear recommendations for either increasing government spending or cutting taxes to increase GDP. As we will explain, both the level of government spending and the level of taxation, through their influence on the demand for goods and services, affect the level of GDP in the short run.
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Using taxes and spending to influence the level of GDP in the short run is known as Keynesian fiscal policy. As we discussed in Chapter 7, changes in taxes can also affect the supply of output in the long run through the way taxes can change incentives to work or invest. However, in this chapter we concentrate on the role of taxes and spending in determining demand for goods and services, and therefore output, in the short run.



Fiscal Multipliers Let’s look first at the role government spending plays in determining GDP. Government purchases of goods and services are a component of total spending: p anne expen itures inc u ing government
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I



+



G



Increases in government purchases, G, shift the C + I + G line upward, just as increases in investment, I, or autonomous consumption do. If government spending increases by $1, the C + I + G line will shift upward by $1. Panel A of Figure 11.9 shows how increases in government spending affect GDP. The increase in government spending from G0 to G1 shifts the C + I + G line upward and increases the level of GDP from y0 to y1. ▶



FIGURE 11.9



Government Spending, Taxes, and GDP Panel A shows that an increase in government spending leads to an increase in output. Panel B shows that an increase in taxes leads to a decrease in output.
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(A) An increase in government spending leads to an increase in output.



(B) An increase in taxes leads to a decrease in output.



As you can see, changes in government purchases have exactly the same effects as changes in investment or changes in autonomous consumption. The multiplier for government spending is also the same as for changes in investment or autonomous consumption: multiplier for government spending
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-
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For example, if the MPC is 0.6, the multiplier is 2.5: 1 11



-



0.6 2



=



2.5



Therefore, a $10 billion increase in government spending will increase GDP by $25 billion. or The multiplier forAngovernment spending works just spending like the multiplier for investment consumption. initial increase in government raises GDP and income. The increase in income, however, generates further increases in demand as consumers increase their spending. Now let’s consider taxes. We need to take into account that government programs affect households’ disposable personal income—income that ultimately flows back to households (and thus consumption) after subtraction from their income
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of any taxes paid and after addition to their income of any transfer payments they receive, such as Social Security, unemployment insurance, or welfare. If the government takes $10 net of every $100 you make, your income after taxes and transfer payments is only $90. Here’s how we include taxes and transfers into the model: We make consumption spending depend on income after taxes and transfers, or y - T, where T is net taxes (taxes paid to government minus transfers received by households). For simplicity, we’ll just refer to T as taxes, but remember that it is taxes less transfer payments. The consumption function with taxes is
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If taxes increase by $1, after-tax income will decrease by $1. Because the marginal propensity to consume is b, this means consumption will fall by b : $1, and the



C + I + G line will shift downward by b : $1. For example, if b is 0.6, a $1 increase in taxes will mean that consumers will have a dollar less of income and will therefore decrease consumption spending by $0.60. Panel B of Figure 11.9 shows how an increase in taxes will decrease the level of GDP. As the level of taxes increases, the demand line will shift downward by b (the increase in taxes). Equilibrium income will fall from y0 to y1. The multiplier for taxes is slightly different than the multiplier for government spending. If we cut government spending by $1, the C + I + G line will shift downward by $1. However, if we increase taxes by $1, consumers will cut back their consumption by only b : $1. Thus, the C + I + G line will shift downward by slightly less than $1, or b : $1. For example, if b is 0.6, the demand line would shift down vertically by $0.60. Because the demand line does not shift by the same amount with taxes as it does with government spending, the formula for the tax multiplier is slightly different. Here’s the formula for the tax multiplier; we show how to derive it in the appendix: tax multiplier
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The tax multiplier is negative because increases in taxes decrease disposable personal income and lead to a reduction in consumption spending. If the MPC is 0.6, the tax multiplier will be -



11



0.6 0.6 2
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Notice that the tax multiplier is smaller (in absolute value) than the government spending multiplier, which for the same MPC is 2.5. The reason the tax multiplier is smaller is that an increase in taxes first reduces income of households by the amount of the tax. However, because the MPC is less than one (0.6), the decrease in consumer spending is less than the increase in taxes. Finally, you may wonder what would happen if we increased both government spending and taxes by an equal amount at the same time. Because the multiplier for government spending is larger than the multiplier for taxes, equal increases in both government spending and taxes will increase GDP. Economists call the multiplier for equal increases in government spending and taxes the balanced-budget multiplier because equal changes in government spending and taxes will not unbalance the budget. In the appendix we show that the balanced-budget multiplier in our simple model is always equal to one. For example, if spending and taxes are both increased by $10 billion, then GDP will also increase by $10 billion.



Using Fiscal Multipliers Let’s look at several examples of how we can use fiscal policy, altering taxes, and government spending to affect GDP. In all these examples, suppose GDP is
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$6,000 billion and the marginal propensity to consume is 0.6. The governmentspending multiplier is 1 11



-



0.6 2



=



2.5



The tax multiplier is -



11



0.6 0.6 2



-



=



-



1.5



By how much do 1 Suppose policymakers want to increase GDP by 1 percent, or $60 billion. policymakers have to increase government spending to meet this target? Because the multiplier for government spending is 2.5, we need toincrease government spending by only $24 billion. With a multiplier of 2.5, the $24 billion increase in government spending leads to an increase in GDP of $60 billion ($24 billion : 2.5 = $60 billion). 2 Suppose policymakers wanted to use tax cuts rather than government-spending increases to increase GDP by $60 billion. How large a tax cut would be necessary? Because the tax multiplier is -1.5, we need to cut taxes by $40 billion. The $40 billion tax cut times the multiplier will lead to the objective, a $60 billion increase in GDP (-$40 billion : (-1.5) = $60 billion). 3 If policymakers wanted to change taxes and government spending by equal amounts, so as to not affect the federal budget, how large a change would be needed to increase GDP by $60 billion? Because the balanced-budget multiplier is one, both government spending and taxes must be increased by $60 billion. The models we are using are very simple and leave out important factors. Nonetheless, the same basic principles apply in real situations. Here are five examples of activist Keynesian fiscal policy from recent times: 1 In 1993, the three members of the President’s Council of Economic Advisers



wrote a letter to President Clinton stating they thought the cuts in government spending being proposed at the time were $20 billion too large. The economic model the council members used had a multiplier for government spending of approximately 1.5. With this multiplier, the decrease in GDP from the $20 billion spending cut would be $30 billion ($20 billion : 1.5). This was approximately 0.5 percent of GDP. If GDP was expected to grow at 3 percent a year without the cuts, the president’s advisers estimated that with the cuts, GDP would grow at only 2.5 percent a year. However, their advice came too late to influence the policy decisions. 2 During 1994, the U.S. government urged the Japanese to increase public spending and cut taxes to stimulate their economy. The Japanese came up with a plan and presented it to U.S. policymakers, who evaluated it using multiplier analysis. They thought the plan did not provide enough fiscal stimulus and urged the Japanese to take more aggressive actions. Several years later, the Japanese did adopt a more aggressive plan. Unfortunately the Japanese government raised taxes in 1997, actually sending the country further into a recession. 3 During the late 1990s, the Chinese economy came under pressure from the economic downturn in Asia and its own attempts to reform and restructure its economy. To prevent a severe economic slowdown, the Chinese successively engaged in active fiscal policy, increasing spending on domestic infrastructure, including roads, rails, and urban facilities. 4 After the September 11, 2001, terrorist attack on the United States, the government increased spending for disaster relief in New York and provided subsidies and loan guarantees to the airlines. In addition, President Bush and Congress immediately began to work on additional spending programs and tax-relief programs to stimulate the economy.



 PART 4



5 President Obama’s economic advisors used multiplier analysis to gauge the size



of their stimulus package. The multipliers they used ranged between 1 and 2 for different components of spending. Although some observers suggested the stimulus package should be even larger than $800 billion, or 5.5 percent of GDP, the economic advisors argued that this size stimulus would be sufficient to offset the worst of the recession. Though it is very simple, our income-expenditure model illustrates some important lessons: • An increase in government spending will increase total planned expenditures for goods and services. • Cutting taxes will increase the after-tax income of consumers and will also lead to an increase in planned expenditures for goods and services. • Policymakers need to take into account the multipliers for government spending and taxes as they develop policies. The idea that governments should use active fiscal policy to combat recessions was argued forcibly by John Maynard Keynes in the 1930s. His book The General Theory of Employment, Interest, and Money provided the intellectual foundation for the incomeexpenditure model in this chapter and explained why economies could become mired in recessions and fail to recover on their own. As a consequence, Keynes strongly advocated aggressive fiscal policymaking as the best option policymakers have for bringing economies out of recessions. Keynes was a very public figure and took a major role in policy debates throughout his life. One of Keynes’s controversial ideas was that governments could stimulate the economy even if they spent money on wasteful projects. In the General Theory, he even remarked (tongue-in-cheek) how lucky the Egyptians were, because the death of the pharaohs would lead to new pyramids being built. Pyramids do not add to the stock of capital to produce regular goods and services. But Keynes’s point was that building pyramids (or antisatellite missiles today) does add to planned expenditures and stimulates GDP in the short run. In the long run, of course, we are better off if government spends the money wisely, such as on needed infrastructure like roads and bridges. This is an example of the principle of opportunity cost.
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The opportunity cost of something is what you sacrifice to get it.



But even here, we can carry things too far. Japan is notorious for its excessive public spending on infrastructure, driven in part by the central government’s doing favors for local politicians by creating jobs in their districts. Economists have even compared spending on bridges and roads in Japan to Keynes’s famous pyramids.



Understanding Automatic



Stabilizers



With a slight addition to our basic model, we can explain one of the important facts in U.S. economic Figure 11.10 plots the rate of U.S. real from 1871 to 2009.history. It is apparent from the graph thatof thegrowth U.S. economy hasGDP been much more stable after World War II than before. A major reason is that government taxes and transfer payments, such as unemployment insurance and welfare payments, grew sharply after the war. These taxes and transfer payments can automatically reduce fluctuations in real GDP and thereby stabilize the economy. As we saw in the last chapter, taxes and transfers act as automatic stabilizers for the economy.



237



 238



▶



CHAPTER 11 • THE INCOME-EXPENDITURE MODEL



FIGURE 11.10
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Growth Rates of U.S. GDP, 1871–2011 After World War II, fluctuations in GDP growth became considerably smaller.
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SOURCE: Angus Maddison, Dynamic Forces in Capitalist Development (New York: Oxford



University Press, 1991); U.S. Department of Commerce.
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THE BROKEN WINDOW FALLACY AND KEYNESIAN ECONOMICS APPLYING THE CONCEPTS #3: How does Keynesian economics change our normal ideas of economic scarcity?



The Austrian economist, Henry Hazlitt, popularized the “Broken Windows” fallacy in economics. Imagine that a hoodlum threw a brick through a store window. While at first this seems to be a tragedy, the store owner has to hire a firm to fix the window. That generates business for the window repair firm and, through a multiplier, additional business throughout the community. Was the broken window good for society? The fallacy here is that the money that the store owner paid to have the window repaired would have been spent elsewhere in the economy, say on clothing. While the window repair business profited, the clothing store lost business. In other words, there was an opportunity cost from the funds spent to repair the broken window. Hazlitt applies a similar argument to public spending financed by taxes. A government spending program may appear to increase business, but the taxes needed to finance the spending—either paid now or in the future—will mean less business for other firms. Government spending and the taxes necessary to finance it will just crowd out other production of goods and services in the economy. Hazlitt’s argument works in the classical world when the economy is operating at full employment. But in the Keynesian world, where resources are underemployed, the story is quite different. Here the increase in spending—even financed by taxes—will bring resources that are not being utilized into the economy. As long as there is excess capacity in the economy, the extra spending will increase output and not crowd out other goods and services. In the Keynesian world, the logic of opportunity costs is temporarily suspended. Once the economy is restored to full employment, however, we return to the world where opportunity costs matter. Related to Exercises 3.8 and 4.6. SOURCE: Henry Hazlitt, Economics in One Lesson, New Rochelle, New York: Arlington House, 1979, Chapters 2–4.
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Again, here is how the automatic stabilizers work. On the one hand, when income is high the government collects more taxes and pays out less in transfer payments. Because the government is taking funds out of the hands of consumers, there will be reduced consumer spending. On the other hand, when output is low (such as during recessions), the government collects less in taxes and pays out more in transfer payments, increasing consumer spending because the government is putting funds into the hands of consumers. The automatic stabilizers prevent consumption from falling as much in bad times and from rising as much in good times. This stabilizes the economy without any need for decisions from Congress or the White House. To see how automatic stabilizers work in our model, we must take into account that the government levies income taxes by applying a tax rate to the level of income. To simplify, suppose there is a single tax rate of 0.2 (or 20 percent) and income is $100. The government would then collect $20 in taxes (0.2 : $100). If consumption depends on after-tax income, we have the following consumption function:
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This is the consumption function with income taxes. The only difference between the consumption function with income taxes and the consumption function without income taxes is that the marginal propensity to consume is adjusted for taxes, and so adjusted MPC



=



b11



-
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The reason for this adjustment is that consumers keep only a fraction (l - t) of their income; the rest, t, goes to the government. When income increases by $1, consumers’ after-tax incomes increase by only $1 : (l - t), and of that $(l - t) they spend a fraction, b. Raising the tax rate therefore lowers the MPC adjusted for taxes. Figure 11.11 shows the consequences of raising tax rates. With a higher tax rate, the government takes a higher fraction of income, and less is left over for consumers. Recall that the slope of the C + I + G line is the marginal propensity to consume. Raising the tax rate lowers the adjusted MPC and reduces the slope of this line. The C + I + G line with taxes intersects the 45° line at a lower level of income. Output falls from y0 to y1.
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FIGURE 11.11



Increase in Tax Rates An increase in tax rates decreases the slope of the C + I + G line. This lowers output and reduces the multiplier.
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Note that as we raise tax rates, the C + I + G schedule rotates and does not just move down vertically as in our previous examples. The reason for this difference is that as we change the tax rate, we change the adjusted MPC, and thus the slope of the line. Remember that a smaller marginal propensity to consume also leads to a lower value for the multiplier. As tax rates increase and the adjusted MPC falls, the multiplier will decrease. A smaller multiplier means that any shocks, such as shocks to investment, will have less of an impact on the economy. Now that we have introduced income taxes into our model, we can see how automatic stabilizers work. Since World War II, taxes and transfer payments in the United States have increased sharply. As we have seen, higher tax rates will lower the multiplier and make the economy less susceptible to shocks. With higher taxes and transfer payments, the link between fluctuations in disposable personal income and fluctuations in GDP is much looser. Because disposable personal income is more stable, consumption spending is also more stable. Thus, the multiplier is smaller, and the economy is more stable. As we have said, automatic stabilizers work silently in the background, doing their job without requiring explicit action by policymakers. Total tax collections rise and fall with GDP without requiring that policymakers change tax rates. The fact that the automatic stabilizers work without any laws being enacted is particularly important at times when it is difficult to obtain a political consensus for taking any action, and policymakers are reluctant to use Keynesian fiscal policy as a deliberate policy tool. Other factors contribute to the stability of the economy as depicted in Fi gure 11.10. As we explained in the last chapter, many consumers base their spending decisions in part on their long-run average income or permanent income, not just their current level of income. If households base their consumption on their long-run income, they will not be very sensitive to changes in their current income. For example, if their income temporarily rises, they are likely to save, not spend, the additional income. Similarly, if their income temporarily falls, they are likely to maintain their consumption and reduce their current savings. In effect, when consumers base their consumption on their longrun average income, their MPC out of current income (which could be higher or lower than their long-run income) will be small. And because the MPC out of current income is small, the multiplier will be small as well. Another important factor in promoting the stability of the economy is firms’ knowledge that the federal government will be taking actions to stabilize the economy. Firms are less likely to decrease their investment spending in the face of a possible recession if they believe the government is likely to intervene to offset the severity of recessions. Because investment spending tends to be a very volatile component of spending, any factor that helps stabilize investment spending will also stabilize the economy. The same logic also applies to consumers. If they believe the government will offset the severity of economic fluctuations, they are less likely to change their consumption spending in the face of shocks to their income. Finally, in recent decades changes in firms’ inventory management practices have also contributed to the stability of the economy. In the past, manufacturing firms often kept large inventories at their factories. If an unexpected shock slowed the economy, the demand for firms’ products would decrease and inventories would pile up. Firms would be forced to cut production even further to reduce their stock of inventories, adding additional downward pressure on the economy. This additional decrease in demand was known as the inventory cycle and was a significant component of earlier recessions. In recent times, U.S. firms have paid more attention to forecasting changes in the demand for their products and have adopted sophisticated computer management techniques to reduce the size of inventories they normally hold. With less inventory on hand, firms do not have to change their production as much to adjust their inventories. The result is that the inventory cycle has become a less important factor for economic instability.
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11.5 Exports and Imports With international trade becoming increasingly important economically and politically, it is critical to understand how exports and imports affect the level of GDP. Two simple modifications of our income-expenditure model will enable us to understand how exports and imports affect GDP in the short run. Exports affect GDP through their influence on how other countries demand goods and services produced in the United States. An increase in exports means there’s an increase in the demand for goods produced in the United States. An increase in imports means there’s an increase in foreign goods purchased by U.S. residents. Importing goods rather than purchasing them from our domestic producers reduces the demand for U.S. goods. For example, if we in the United States spend a total of $10 billion on all automobiles but we import billionpicture of them,ofthen we’ve spent onlyfrom $7 billion onand U.S.imports, automobiles. To get$3 a clearer the effects on GDP exports let’s for the moment ignore government spending and taxes. In the appendix, we present a complete model with both a domestic government and foreign countries to whom we sell our exports and from whom we buy our imports. To modify our model to include the effects of world spending on exports and U.S. spending on imports, we need to take two steps: 1 Add exports, X, as another source of demand for U.S. goods and services. 2 Subtract imports, M, from total spending by U.S. residents. We will assume that



imports, like consumption, increase with the level of income. Consumers will import more goods as their income rises. We can write this as



M



=



my



where m is a fraction known as the marginal propensity to import. We subtract this fraction from b, the overall marginal propensity to consume, to obtain the MPC for spending on domestic goods, b - m. For example, ifb is 0.8 and m is 0.2, then for every $1 that GDP increases, total consumption increases by $0.80, but spending on domestic goods increases by only $0.60 because $0.20 is spent on imports. The MPC in this example, adjusted for imports, is 0.8 - 0.2, or 0.6. Figure 11.12 shows how equilibrium output is determined in an open economy, that is, an economy that engages in trade with the rest of the world. We plot planned expenditures for U.S. goods and services on our graph and find the level of equilibrium



marginal propensity to import The fraction of additional income that is spent on imports.
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FIGURE 11.12



U.S. Equilibrium Output in an Open Economy Output is determined when the demand for domestic goods equals output.
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income where it intersects the 45° line. The planned expenditure line has an intercept on the vertical axis of Ca + I + X, which is the sum of autonomous consumption, investment, and exports. The slope of the line is b - m, which is the MPC adjusted for imports. Equilibrium output is the value of output where planned expenditures for U.S. goods cross the 45° line. Let’s examine an application of the model we just developed. Suppose Japan decides to buy another $5 billion worth of goods from the United States. What will happen to U.S. domestic output? Panel A of Figure 11.13 shows the effect of an increase in exports. The demand line will shift vertically upward by the increase in exports 1 ∆ X 2 . This will increase equilibrium income from y0 to y1.
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Output, y (A) An increase in exports will increase the level of GDP. ▲
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FIGURE 11.13



How Increases in Exports and Imports Affect U.S. GDP Panel A shows that an increase in exports will increase the level of GDP. Panel B shows that an increase in the marginal propensity to import will decrease the level of GDP.



The increase in income will be larger than the increase in exports because of the multiplier effect. This multiplier is based on the MPC adjusted for trade. For example, if b is 0.8 and m is 0.2, the adjusted MPC (b - m) is 0.6, and the multiplier will be 1 11
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=



2.5



Therefore, a $5 billion increase in exports will lead to a $12.5 billion increase in GDP. Now, suppose U.S. residents become more attracted to foreign goods, and as a result our marginal propensity to import increases. What happens to GDP? Panel B of Figure 11.13 depicts the effect of an increase in imported foreign goods. The adjusted MPC (b - m) will fall as the marginal propensity to import increases. This reduces the slope of the planned expenditure line, and output will fall from y0 to y1. The reason the line rotates rather than shifting down vertically is that an increase in the propensity to import changes the slope of the planned expenditure line. We can now understand why our domestic political leaders are eager to sell our goods abroad. it isunemployment electronics or in weapons, increased will increase U.S. GDPWhether and reduce the short run. WeU.S. can exports also understand how a recession abroad that led to a decrease in imports of U.S. goods could cause a recession here. At the same time, we can further understand why politicians will find “buy American” policies attractive in the short run. To the extent that U.S. residents buy U.S. goods rather than imports, output will be higher. This reasoning is also why other countries like to see the United States grow rapidly.
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THE LOCOMOTIVE EFFECT: HOW FOREIGN DEMAND AFFECTS A COUNTRY’S OUTPUT APPLYING THE CONCEPTS #4: How do countries benefit from growth in their trading partners?



From the early 1990s until quite recently, the United States was what economists term the “locomotive” for global growth, growing faster than the rest of the world and increasing its demand for foreign products. As a share of the world economy, the United States grew from approximately 26 percent in 1992 to over 32 percent in 2001. Imports increase as an economy grows, and U.S. imports also increased along with output during this period. Because the U.S. economy is such an important part of the world economy, its demands for foreign goods—U.S. imports—fueled exports in foreign countries and promoted their growth. Studies have shown that the increase in demand for foreign goods was actually more pronounced for developing countries than for developed countries. The United States was truly a locomotive, pulling the developing countries along. When the U.S. economy began to slow in 2007 because of our housing and financial difficulties, growth in other parts of the world, including China and India, was still robust. Their demand for U.S. goods spurred our exports and helped prevent U.S. GDP from falling any further. In this case, foreign countries were the true locomotives. As our chapter opening story describes, China remained a locomotive during the downturn. Related to Exercise 5.7 . SOURCE: Based on William R. Cline, The United States as a Debtor Nation (Washington, D.C.: Institute for International Economics, 2005), Chap. 6.



Income-Expenditure Model and the 11.6 The Aggregate Demand Curve We used the income-expenditure model in this chapter to understand more fully short-term economic fluctuations. The income-expenditure model is based on the assumption that prices do not change. In Figure 11.14, we see how the model provides the foundation for the aggregate demand curve, which will enable us to analyze changes both in output and prices. Suppose the price level in the economy is P0 and, at that level of prices, planned expenditures are C0 + I0. At the top of the figure, we show how equilibrium output is determined at level of output, y0. In the bottom part of the figure, we plot the price level, P0, and corresponding level of output, y0. In the graph, this is point a. Now let’s lower the price level to P1. Recall from our discussion in Chapter 9 that a lower price level will increase the demand for goods and services through wealth effects, the interest rate effect, and the international trade effect. (You may want to go back and review this discussion.) As a consequence of the increased demand for goods and services from a lower price level, we show a higher level of planned expenditure, C1 + Iarising 1, and a higher level of equilibrium output, y1, in the top part of the figure. In the bottom part, we again plot the price level, P1, and the corresponding level of output, y1. In the graph, this is point b. Both point a and point b are on the aggregate demand curve. By the same logic, we can create all the other points on the aggregate demand curve by either raising or lowering the aggregate price level. For any price level, the income-expenditure
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FIGURE 11.14



Deriving the Aggregate Demand Curve As the price level falls from P0 to P1, planned expenditures increase, which increases the level of output from y0 to y1. The aggregate demand curve shows the combination of prices and equilibrium output.



model can be used to determine the level of output and the corresponding point on the aggregate demand curve. Thus, the income-expenditure model provides the basic foundation for the aggregate demand curve. At any price level, the income-expenditure model determines the level of equilibrium output and the corresponding point on the aggregate demand curve. What would happen if we kept the price level at P0 but increased planned expenditures, let’s say through an increase in government expenditures from G0 to G1? We depict this case in Figure 11.15 . The increase in government expenditure will raise the equilibrium output, from y0 to y1. Because the price level has not changed, we have a higher level of output at the same level of price. This means the aggregate demand curve would shift to the right, from AD 0 to AD 1. In general, increases in planned expenditures that are not directly caused by changes in prices will shift the aggregate demand curve to the right; decreases in planned expenditures will shift the curve to the left. In the remaining chapters, we will use the aggregate demand and supply curves to analyze economic fluctuations. This will enable us to understand movements in both prices and output in the intermediate and longer runs. But, as we have seen, the income-expenditure model developed in this chapter provides the underlying foundation for the aggregate demand curve.
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Shifts in Aggregate Demand As government spending increases fromG0 to G1, planned expenditures increase, which raises output from y0 to y1. At the price level P0, this shifts the aggregate demand curve to the right, from AD0 to AD1.



SUMMARY This chapter developed 3 Increases in planned expenditures by households, the the income-expenditure government, or the foreign sector lead to increases in equilibrium model, which is useful for output. understanding short-run 4 Because of the multiplier, the final increase in equilibrium output fluctuations. We developed is larger than the initial increase. The formula for the simple the graphical and algebraic multiplier is tools to study the effects of 1 consumer behavior, govmultiplier 1 1 - MPC) ernment spending and taxation, and exports and imports in determining GDP in the short 5 Policymakers can use multipli ers to calculate the appropriate run. Here are the chapter’s main points: size of economic policies. 1 In the income-expenditure model, the level of output in the econ- 6 Higher tax rates, by reducing the multiplier, can reduce fluctua=



omy will adjust to equal the level of planned expenditures. This level of output is called equilibrium output. 2 Consumption spending consists of two parts. One part is independent of income, but it can be influenced by changes in wealth or consumer sentiment. The other part depends on the level of income.



tions in GDP. 7 Increases in exports lead to increases in equilibrium output; increases in imports lead to decreases in equilibrium output. 8 The income-expenditure model can be used to derive the aggregate demand curve.
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KEY TERMS autonomous consumption, p. 227 consumption function, p. 227



marginal propensity to consume (MPC), p. 227



equilibrium output, p. 225



marginal propensity to import, p. 241



EXERCISES



1.1



1.2



1.3



1.4



1.5



1.6



2.1



2.2



2.3



2.4



2.5



A Simple Income-Expenditure Model



The income-expenditure model is most appropriate for long-run analysis. (True/False) Equilibrium output occurs when real output equals planned expenditures. (True/False) If output is currently lower than planned expenditures, inventories are (increasing/decreasing). At any point on the 45° line, planned expenditures equal . Understanding Inventory Behavior. Use the simple income-expenditure model to analyze the following scenarios. a. Suppose clothing stores anticipate a good fashion season and add substantially to inventories in their stores. What will happen to GDP? b. Suppose economists see inventories suddenly increasing. Does this necessarily mean that there are increases in demand for final goods and services? Understanding the 45° Line. Use the simple income-expenditu re diagram depicted in Figure 11.3 on page 226 to answer the following questions. a. If output equalsy1, what is the level of expenditures? b. At output equal to y1, does the level of expenditures fall above, below, or on the 45° line? c. What does this say about the relationship between output and expenditures?
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savings function, p. 231



All problems are assignable in MyEconLab. 2.6



11.1



planned expenditures, p. 225



2.7



11.3 3.1



3.2



3.3



3.4 3.5



function to shift (upward/downward). If the MPC increases, the slope of the consumption function will (increase/decrease). Housing Price Increases and Falling Savings. Explain why some economists believed the increase in housing prices after 2002 was related to the fall in household savings that was also observed during that period. (Related to Application 1 on page 229.)



Equilibrium Output and the Consumption Function



In our simple model, if C 100 + 0.8y, and I 50, equilibrium output will be . If in Exercise 3.1 I increases to 100, a. the equilibrium income will be . b. the multiplier is . If the marginal propensity to save is 0.3, the MPC must be . If the MPC decreases, the multiplier will . Estimating Changes in Aggregate Demand. a. Suppose C Ca + 0.6y and that a shock decreases Ca by $10 billion. By how much will equilibrium income decrease? b. An economy has an MPC of 0.6. By how much will a $10 billion increase in governmentpurchases increase equilibrium income? By how much will a $10 billion increase in taxes decrease equilibrium income? The Paradox of Thrift. The United States has instituted many policies to attempt to increase savings rates in the United States. One such policy was the creation of individual retirement accounts and other incentives for savvings. An implication of the incomeexpenditure model is that an increase in the desire of consumers to save will not necessarily lead to higher savings. In fact, total savings will either remain the same or perhaps fall. This is known as the paradox of thrift. Let’s see why this is true with an example. =



=



The Consumption Function



The intercept of the consumption function is called . A decrease in consumer confidence will shift the consumption function (upward/downward). If housing prices fall, you would expect theconsumption



Retirement Savings and the Decline in the Stock Market. When the stock market fell sharply in 2007 and 2008, many people near retirement found that their savings for retirement were dramatically reduced. What would be their logical response in this situation? Is this consistent with the wealth effect? Is the Wealth Effect on Consumption from Housing Symmetrical? When housing prices rose, some households took out a larger loan on their homes and used the additional funds they borrowed to finance purchases of consumer durables. This option is not available when housing prices fall. Explain how this difference might lead to a larger wealth effect for increases in housing prices than decreases in prices. (Related to Application 1 on page 229.)



3.6



=



 a. Suppose I equals 40 and the savings function is - 100 + 0.4 y . Equilibrium income, y, in the S economy is 350. Now suppose consumers wish to increase their savings; the new savings function becomes S - 80 + 0.4y. Calculate the new level of equilibrium output and savings after the change in the savings function. b. Explain why equilibrium savings are unchanged. c. Now suppose that with a decline in equilibrium income, investment also falls. What would be the effect on equilibrium output and total savings if households now wished to increase their desired savings? d. What does this suggest about the ability of policymakers to increase aggregate savings by affecting citizens’ savings rates? Solving a Simple Model. Consider an economy in which C 200 + 0.5y and I 200. a. Determine the equilibrium income algebraically. b. What is the multiplier for investment spending for this economy? c. What is the savings function? d. Draw the savings function on a graph with the investment level and indicate how equilibrium income is determined. e. What is the level of saving at the level of equilibrium income? Show it is equal to investment. Hurricanes and Subsequent GDP Growth. Devastating hurricanes, such as those that afflicted the
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Gulf Coast during first decade of the terrible events. Yet, the economists believe that2000s GDP are typically rises after them. Explain why this happens and whether that means that hurricanes are really “good things.” (Related to Application 3 on page 238.) A Difficulty in Estimating Government Spending Multipliers. Tax revenues typically rise along with GDP. Governments may typically spend some of this additional revenue on discretionary items in the budget. Assuming this is true, how does this complicate the work of analysts trying to determine the multiplier effects of discretionary spending on GDP? (Related to Application 2 on page 233.)
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Government Spending and Taxation 5.2
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The multiplier for taxes is greater than the multiplier for government spending. (True/False) A decrease in the tax rate will the government spending multiplier. Economic fluctuations have since World War II. An increase in both government spending and taxes by the same amount GDP.



Using Fiscal Multipliers. Suppose that during a recession a country wishes to increase its GDP by 100. The MPC is 0.8. a. Using the government spending multiplier, by how much should government spending be increased? b. Using the tax multiplier, by how much should taxes be decreased? Seen and Not Seen. Another way to describe the broken windows fallacy is to say that we often concentrate on what we see and not on what we do not see. How does this way of expressing the fallacy relate to government public works in a classical world? (Related to Application 3 on page 238 .) President Ford’s Theory. During the 1970s, President Gerald Ford proposed that taxes be decreased but that, to avoid increasing the government budget deficit, government spending should be decreased by the same amount. a. What happens to GDP if taxes and government spending are both decreased by the same amount? b. Should President Ford have been worried about his tax-reduction plan? Why or why not? Inventory Policies and Economic Stability. In recent years, many companies have adopted Japanese-style “just-in-time” inventory management. For example, when your cashier at Walmart records your purchase of a new toaster, it automatically triggers a process to re-order a toaster for the store. In the past, store managers had to forecast their inventory needs. Why might this method of inventory management lead to more economic stability? Keynes’s Other Contributions. Although John Maynard Keynes is best known today for his book The General Theory of Employment, Interest, and Money, he made other important contributions as well. Search the Web to find out (1) Keynes’s main criticism of the Treaty of Versailles, which ended World War I and (2) his contribution to the post–World War II monetary system.
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Exports and Imports



An increase in the marginal propensity to import will the multiplier for investment spending. An increase in exports will lead to a(n) in GDP. Use the income-expenditure graph to illustrate how an increase in exports will affect GDP. As a country’s income increases, imports will also increase. (True/False) Trade Wars. During the 1930s, many countries in the world—including the United States—tried to help their own economies by restricting imported goods. But 247
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5.7



because one country’s imports are another country’s exports, such actions cause international repercussions. Let’s look at the worldwide consequences of such policies using the income-expenditure model. a. Suppose the United States adopted policies to reduce imports from Europe. This means European exports to the United States would be reduced. What would happen to European equilibrium income? b. Suppose, in response to U.S. policies, Europe decides to restrict imports from the United States. What then happens to U.S equilibrium income? c. What do you think happened to the volume of world trade during the 1930s? Using Open-Economy Multipliers. In an open economy, the marginal propensity to consume is 0.9, and the marginal propensity to import is 0.3. How much of an increase in investment would be necessary to raise GDP by 200? What would be your answer if this was a closed economy? U.S. Export Growth. In 2007, several components of GDP grew much more slowly than in prior years but exports increased sharply. The rest of the world was growing rapidly during this period. Based on this information, what is the most natural explanation for the growth in U.S. exports? (Related to Application 4 on page 243.)
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The Income-Expenditure Model and the Aggregate Demand Curve



An increase in the price level will thereby move the economy demand curve.



At any price level, the income-expenditure model determines the level of equilibrium output and the corresponding point on the curve. An increase in the price level will not shift the aggregate demand curve. (True/False) A rightward shift in the aggregate demand curve corresponds to a(n) in equilibrium income. Using Multipliers to Determine the Shift of the Aggregate Demand Curve. a. Suppose the MPC is equal to 0.8. Government spending increases by $20 billion. How far does the aggregate demand curve shift to the right? b. Now suppose that the MPC is 0.8 and the marginal propensity to import is 0.2. How far to the right will the $20 billion in government spending shift the aggregate demand curve? Increasing Exports and Aggregate Demand.Suppose foreign countries grow more rapidly than anticipated and U.S. exports also grow. a. Using the income-expenditure model, first show how the increase in exports will increase U.S. GDP. b. Using your results in part (a), explain how the aggregate demand curve shifts with the increase in exports. The Size of the Wealth Effect and the Slope of the Aggregate Demand Curve. Suppose the wealth effect is very small; that is, a large fall in prices will not increase consumption by very much. Explain carefully why this will imply that the aggregate demand curve



will have a steep slope.



GDP and the aggregate



ECONOMIC EXPERIMENT ESTIMATING THE MARGINAL PROPENSITY TO CONSUME For this experiment, each class member is asked to fill out the following table. Given a certain monthly income, how would you spend it and how much would you save? The top row of each column gives you the monthly disposable income. How would you allocate it each month among the various categories of spending in the table and savings? Complete each column in the table. The sum of your entries should equal



Monthly Disposable Income



$1,250



$1,500



$1,750



Expenditures and Savings Food Housing Transportation Medical



Entertainment your disposable income the top of column. Aftersavings you have filled out the chart,atcompute theeach changes in your Other expenses and total consumption as your income goes up. What is your Savings marginal propensity to save (MPS)? What is your marginal propensity to consume (MPC) over your total expenditures? Graph your consumption function. MyEcon Lab



For additional economic experiments, please visit www.myeconlab.com. 248
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 APPENDIX FORMULAS FOR EQUILIBRIUM INCOME AND THE MULTIPLIER In the chapter, we developed the logic of the income-expenditure model and generally relied on graphical analysis. However, we also referred to a few formulas. In this appendix, we explain where these formulas, both for equilibrium income and the multiplier, come from. Specifically, in this appendix, we do three things: • Derive a simple formula for calculating equilibrium output for the simplest



economy in which there is no government spending or taxes. • Derive the multipliers for the economy with the government. • Derive equilibrium output with both government and the foreign sector.



To derive the formula for equilibrium output, we use simple algebra in the following steps: 1 We know that equilibrium output occurs where output equals planned expendi-



tures, and we know that planned expenditures equal C + I; therefore, output planned expenditures C + I output C + I =



=



=



2 Next, we substitute the symbol y for output; more importantly, we substitute for



the consumption function, C = (Ca + by): y 1 Ca + by 2 =



+



I



3 Collect all terms in y on the left side of the equation:



y



by



-



Ca



=



I



+



4 Factor the left side: -



y11



b2



+



=



Ca



I



5 Divide both sides by (1 - b):



y*



=



1 Ca + I 2 11 - b2



where y* means the equilibrium level of output. This is the formula for equilibrium output in the text. Now let’s find the multiplier for investment in this simple economy. To do that, we use the formula we just derived and calculate the equilibrium income at one level of investment, which we call the srcinal level , and then calculate the equilibrium income at some other level of investment, which we call the new level. (We will “calculate” in general terms, not in specific numerical quantities.) What we will get is a formula for the change in output that results from the changes in investment. For the srcinal level of investment at I0, we have



y0



=



1 Ca 11



+ -



I0 2 b2



For a new level of investment at I1, we have



y1



=



1 Ca 11



+ -



I1 2 b2



The change in output, ∆ y, is the difference between the two levels of output that occur at each level of investment: ∆y



=



y1



-



y0
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 Substituting for the levels of output, we have ∆y



=



1 Ca 11



I1 2 b2



+ -



1 Ca 11



-



I0 2 b2



+ -



Because the denominator in both expressions is the same (1 numerators over that common denominator: ∆y



=



∆y



=



1 Ca 1 I1 11



+



-



I1 2 11 I0 2 b2



-



1 Ca b2



I0 2



+



Finally, because (I1 - I0) is the change in investment, ∆y



b), we can put the



-



∆I ,



we can write



∆I



=



11



-



b2



or ∆y



1



=



∆I



11



-



b2



Therefore, because the multiplier is the ratio of the change in income to the change in investment spending, we have the multiplier



∆y =



1



=



∆I



11



b2



-



Here is another way to derive the formula for the multiplier. This way helps to illustrate its underlying logic. Suppose investment spending increases by $1. Because spending determines output, output will rise by $1. However, because consumption depends on income, consumption will increase by the marginal propensity to consume times the change in income. This means that as output rises by $1, consumption will increase by (b : $1). Because spending determines output, this additional increase in consumer demand will cause output to rise further ( b : $1). But again, as output and income increase, consumption will increase by MPC times the change in income, which in this case will be b : (b : $1) or b2 : $1. As we allow this process to continue, the total change in output will be ∆y
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The term in parentheses is an infinite series whose value is equal to 1 11



-



b2



Substituting this value for the infinite series, we have the expression for the multiplier: ∆y



=



$1



*



1 11



-



b2



Now we introduce government spending and taxes. Government spending is another determinant of planned expenditures, and consumption spending depends on after-tax income, so consumption equalsCa + b(y - T). Following the same steps we used for equilibrium output without government, we do the same, but now with government: output y 250



=



=



planned expenditures 1C Ca + b 1 y - T 2 + I + G =



+



I



+



G2



 We first collect all terms in y on the left and leave the other terms on the right:
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We then factor the left side:



y11
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We then divide both sides by (1 - b):



y*
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1 Ca
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-



11



+ -



I + G2 b2



Using this formula and the method just outlined, we can find the multiplier for changes in government spending and the multiplier for changes in taxes: government spending multiplier tax multiplier



=



11



1



=



11



b2
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-



b



-
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The multiplier for an increase in government spending is larger than the tax multiplier for a reduction in taxes in the same amount as an increase in government spending. Government spending increases total demand directly. Reductions in taxes first affect consumer’s incomes. Because consumers will save a part of their income increase from the tax cut, not all of the tax cut is spent. Therefore, the tax multiplier is smaller (in absolute value) than the government spending multiplier. As we explained in the text, because government spending has a larger multiplier than taxes, equal increases in government spending and taxes, called balanced-budget increases, will increase total output. For equal dollar increases in both taxes and government spending, the positive effects from the spending increase will outweigh the negative effects from the tax increase. To find the balanced-budget multiplier, just add the government spending and tax multipliers: balanced-budget multiplier



=



=



=



=



government spending multiplier 1 -b + 11 - b2 11 - b2 11 - b2 11 - b2 1



+



tax multiplier



The balanced-budget multiplier equals 1; a $10 billion increase in both taxes and government spending will increase GDP by $10 billion. Finally, we derive equilibrium output with government spending, taxes, and the foreign sector. First, recall that equilibrium output occurs where output equals demand. We now must include planned expenditures from both the government sector and the foreign sector. Planned expenditures from the foreign sector are exports minus imports: output
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Consumption depends on disposable income:



C
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b1y
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and imports depend on the level of output:



M



=



my



Substitute the equations for consumption and imports into the equation where output equals demand:
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 Collect all terms in y on the left and leave the other terms on the right:
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Factor the left side:
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This is the expression for equilibrium income with government in an open economy. It can be used, following the method we outlined, to calculate multipliers in the open economy.



EXERCISES A.1



A.2



A.3



All problems are assignable in MyEconLab.



Find the Multiplier. An economy has a marginal propensity to consume (b) of 0.6 and a marginal propensity to import (m) of 0.2. What is the multiplier for government spending for this economy? The Effects of Taxes and Spending. Suppose the economy has a marginal propensity to consume (b) of 0.6 and a marginal propensity to import ( m) of 0.2. The government increases its spending by $2 billion and raises taxes by $1 billion. What happens to equilibrium income? Savings and Taxes. When there are taxes, savings is defined as disposable income minus consumption, =



or S but(yno-foreign T ) - C. In an economy with government sector—a closed economy—equilibrium income is determined where output equals demand, or y = C + I + G. Show that we can also determine equilibrium income using the relationship S + T I + G. =



NOTES 1. “GDP Growth in China 1952–2011,” Chinability, http://www. chinability.com/GDP.htm
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A.4



Working with a Mod el. An economy has the following dimensions:



C I G T



=



=



=



=



100 50 50 20



+



0.5 1 y



-



T2



a. Draw the income-expenditure graph for this economy. b. Find the equilibrium income and plot it on the graph. c. What is the multiplier for government spending? d. Find the savings function. e. What is the level of savings when the economy is in equilibrium? f. Show that at equilibrium S + T = I + G.
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The housing market is a perfect example of the close links between investment and finance. With the stockand market falling sharply in Interest 2000, housing looked like an alternative attractive investment. rates were low and homeowners and potential investors found that it was easy to borrow money to purchase new or larger homes. Wall Street and government agencies developed ever more complex ways to pour money into the housing market, and banks and finance companies did not seem to be asking too many questions about their borrowers. As housing prices continued to rise, the building industry responded to the general euphoria. Investment in residential housing increased 40 percent in real terms from 2000 to 2006. It was too good to last. With all the new construction, the increased supply of housing stopped the rise in prices. Some buyers made foolish decisions and took on loans that were too large for their incomes. As financial markets became nervous, lenders became more cautious and sharply cut back on funds available to the market. With increased supply and reduced demand, housing prices began to fall. The building industry recognized it had too many new houses in the pipeline and began to cut back. From its peak in the first quarter of 2006 to the fourth quarter of 2009, new housing construction fell by 53 percent. The fall in residential housing alone brought down real GDP by 3 percent and devastated many state economies. The lingering effects of the housing crisis prevented a fast recovery from the recession.



LEARNING



OBJECTIVE



S



•



Explain why investment spending is a volatile component of GDP.



•



Discuss the concept of present value.



•



Describe the role of interest rates in making investment decisions.



•



List the ways that financial intermediation can facilitate investment.



MyEcon Lab My Econ La b helps you master each objective and study more efficiently.
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CHAPTER 12 • INVESTMENT AND FINANCIAL MARKETS



i



nvestment spending plays a numberof critical roles in the economy. As we have seen, economic growth depends on whether the stock of capital—plant and equipment— increases in the economy. Moreover, investment is also a key component of aggregate demand, so fluctuations in investment spending can cause recessions and booms. In this chapter, we will study the factors that determine investment spending by firms. We also will examine the role that institutions such as banks, savings and loans, and other new and evolving financial institutions play in facilitating that investment. An investment, broadly defined, is an action that creates a cost today but provides benefits in the future. A firm builds a new plant today to earn more revenue in the future. College students pay money to attend school now so they can earn higher salaries later. A government spends money today to construct a dam that will provide hydroelectric power for years to come. These are examples of investments. Notice that we’re using the term investment in a broader sense than we did in Chapter 5 when we discussed GDP. In that chapter when we talked about investment, we were talking about expenditures by firms on currently produced goods and services. In this chapter, we broaden the definition to include actions taken by anyone—individuals, firms, and governments—to improve well-being later.



12.1



An Investment: A Plunge into the Unknown



When individuals, firms, or governments make an investment, they incur costs today in the hope of future gains. The phrase “hope of ” is an important aspect of investment decisions. That simply means that payoffs occurring in the future cannot be known with certainty. Investments are a plunge into the unknown. Firms and individuals frequently revise their outlook on the future precisely because it is uncertain. These revisions can occur suddenly and lead to sharp swings in investment spending. Sometimes investors are optimistic and decide to increase their investment spending; at other times, they may quickly become pessimistic and cut back on their investment spending. To estimate future events, firms pay careful attention to the current pace of the economy. If economic growth is sluggish, they



accelerator theory The theory of investment that says that current investment spending depends positively on the expected future growth of real GDP.



procyclical Moving in the same direction as real GDP.



are likely to that it willisbe sluggish thelikely futuretoand cut back investment spending. If forecast economic growth strong, theyinare forecast thaton it will remain so and increase their investment spending. In other words, investment spending tends to be closely related to the current pace of economic growth. This phenomenon is known as the accelerator theory of investment spending. It postulates that when real GDP growth is expected to be high, firms anticipate that investing in plants and equipment will pay off later, so they increase their total investment spending. However, John Maynard Keynes had another theory. Keynes said the sharp swings in optimism and pessimism related to investment spending were often irrational, reflecting, perhaps, our most basic, primal instincts. He often referred to them as “the animal spirits” of investors. It was, in part, animal spirits that led to the rise and fall in residential investment that we discussed in the chapter-opening story. It is likely thatboth projections for the futureand Keynes’s animal spirits are closely associated with current investment. If this is the case, we would expect investment spending to be a very volatile component of GDP. As Figure 12.1 indicates, this is indeed the case. Figure 12.1 plots total investment spending as a share of U.S. GDP from 1970 to 2011. Notice two things about Figure 12.1: • From 1970 to 2011, the share of investment as a component of GDP ranged from a low of about 10 percent in 1975 to a high of over 18 percent in 2000—a dramatic 8-percentage-point difference. • Swings in investment spending often occurred over short periods of time. For example, during recessions (noted by the shaded areas in the figure), investment spending fell sharply. During booms, investment spending rose sharply. In other words, investment spending is highly procyclical ; it increases during booms and falls during recessions.
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FIGURE 12.1



Investment Spending as a Share of U.S. GDP, 1970–2011 The share of investment as a component of GDP ranged from a low of about 10 percent in 1975 to a high of over 18 percent in 2000. The shaded areas represent U.S. recessions.
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Many different factors can contribute to uncertainty in the economy. Volatile energy prices are one. In general, when the future is uncertain, firms become cautious in their behavior and may postpone making investment decisions. Although investment spending is a much smaller component of GDP than consumption (approximately 70 versus 16 percent), it is much more volatile than consumption. Recall that changes in the components of GDP—C, I, G, or NX— are amplified by the multiplier. For example, if the multiplier is 1.5, and investment spending initially falls by 1 percent of GDP, then GDP will fall by 1.5 percent. However, if the fall in GDP makes firms more pessimistic, they may cut investment
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ENERGY PRICE UNCERTAINTY REDUCES INVESTMENT SPENDING APPLYING THE CONCEPTS #1: How Do Fluctuations in Energy Prices Affect Investment Decisions by Firms?



As we have seen in previous chapters, increases in oil prices can lead to a drop in GDP. However, uncertainty about oil prices is also an important factor. Economists Hui Guo and Kevin Kliesen found evidence that volatility in oil prices adversely affects GDP growth. One important way volatility of oil prices can hurt the ceonomy is by creating uncertainty for firms making investment decisions. For example, consider whether a firm should invest in an energy-saving technology for a new plant. If energy prices remain high, it may be profitable to invest in energy-saving technology, but if energy prices fall, these investments would be unwise. If firms are faced with an increasingly uncertain2008, future, delay $145 their investment until thefell uncertainty is On resolved. In oil they priceswill reached a barrel, butdecisions later in the year below $50. what number should firms base their investment decisions?Related to Exercise 1.8. SOURCE: Based on Hui Guo and Kevin Kliesen, “Oil Price Volatility and Macroeconomic Activity,” Federal Reserve Bank of St. Louis Review (November–December 2005): 669–684.
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multiplier-accelerator model A model in which a downturn in real GDP leads to a sharp fall in investment, which triggers further reductions in GDP through the multiplier.



even further. This further cut in investment will decrease GDP even more. That is, a small initial fall in investment can trigger a much larger fall in GDP. Nobel Laureate Paul Samuelson described this phenomenon of investment volatility by developing the multiplier-accelerator model. The multiplier-accelerator model showed that a downturn in real GDP leads to an even sharper fall in investment, which further reduces GDP via the multiplier. Psychology and expectations about future real GDP growth are not the only factors that affect investment. Because investments are really trade-offs—something in the present traded for something in the future—the “terms” affecting the trade-off are also important. These terms are interest rates, which we discuss next.



12.2



Evaluating the Future



A dollar paid today does not have the same value as a dollar paid next year. Because investments yield future payoffs, we need to be able to compare costs and benefits at different points in time. As we will see, we can use interest rates to do this.



Understanding Present



present value The maximum amount a person is willing to pay today to receive a payment in the future.



Value



Suppose a good friend comes to you and says, “I need some cash, badly. If you give me $100 today, I can give you back $105 next year. Do we have a deal?” How would you decide whether to accept this deal? Somehow, you need a tool to be able to compare dollars today with dollars received in the future. That tool is present value. present The value of a payment to be received in the future is the maximum amount a person is willing to pay today to receive the future payment. Recall the principle of opportunity cost.



PRINCIPLE



OF OPPO



RTUNITY



COST



The opportunity cost of something is what you sacrifice to get it.



Let’s think about how much you are willing to pay for the right to receive $105 in one year. Suppose you can earn 5 percent per year in a savings account or money market account. A moment of thought will show you that you would be willing to lend your friend $100. Here is why: If you kept your $100 in the bank at 5 percent interest, you would have $105 at the end of the year—just the amount your friend would repay you. While you would have sacrificed $5 in interest, you would have earned $5 on the loan ($105 – $100). However, you would not want to lend your friend more than $100. If you lent more—say $102—then your loss in interest of $5.10 (5 percent of $102) would be greater than your $3 gain on the loan ($105 – $102). In this case, the amount you sacrifice will be greater than what you get in return. Of course, you would like to lend your friend less than $100 and make even more profit. But the maximum amount you would be willing to pay today to receive $105 next year, when the interest rate is 5 percent, is $100. Thus, the present value of $105 in this example is $100. Here is another useful way to think of present value. Suppose you want to buy a new car in five years for $20,000. You want to know how much you need to have in your bank account today, so that after five years you have the $20,000 to make the payment for the car. A simple formula can answer this and similar questions. If K is an amount of money at some point in the future; t is the amount of time, or years, in the future until you need the money; and i is the interest rate you earn on your account, then the amount you need today is just the present value of the K dollars, which is PRESENT VALUE AND INTEREST RATES



present value



=



K



(1



+



i )t
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In the example of your friend, her payment ( K) is $105, the interval of time ( t) in which she’s going to pay it is one year, and the interest rate ( i) is 0.05. Using the present value formula, the present value of $105 in one year is $100: present value



+ 105



=



(1



+



0.05)1



=



+ 100



This is the maximum amount you are willing to lend her today to receive $105 from her in one year. Let’s consider another example. Suppose the interest rate were 10 percent and you were offered $1,000 to be paid to you in 20 years. How much is that $1,000 worth today? That is, how much of your money today would you be willing to “tie up” (loan out) to get $1,000 in 20 years? At an interest rate of 10 percent, this is how much: present value



=



(1



+ 1,000 +



0.10)20



=



+ 148.64



You would be willing to pay only $148.64 today to receive $1,000 in 20 years. The reason you would be willing to pay so much less than $1,000 is that money earning interest grows over time. At a 10 percent interest rate, after 20 years you would have received exactly $1,000 by initially investing just $148.64. Returning to our srcinal example with your friend, what happens if the interest rate is 10 percent instead of 5 percent? If your friend still promises you $105 after one year but the interest rate is double, how much would you be willing to loan her today? Using the formula, you would loan only $95.45 today: present value



=



+ 105



(1



+



0.10)1



=



+ 95.45



What this means is that if the interest rate is higher, you will be willing to pay less for the same payment in the future. This is an important result.The present value of a given payment in the future decreases as the interest rate increases. Here is why: With a higher interest rate, the opportunity cost of lending out your money is higher. Because you can earn more on your money with a higher rate, you will not be willing to pay as much now to get the same $105 dollars in the future. Similarly,when interest rates fall, the present value . For example, if interest rates fell to 2 percent, the of a given payment in the future increases present value (the value today) of $105 in one yearwould be higher—$102.94: present value



=



+ 105



(1



+



0.02)1



=



+ 102.94



With a lower interest rate, the opportunity cost of keeping your money in the bank or loaning it to a friend is less. That means you will be willing to pay more money now for the same $105 payment in the future. Let’s summarize our discussion of present value: 1 The present value—the value today—of a given payment in the future is the



maximum amount a person is willing to pay today for that payment. 2 As the interest rate increases, the opportunity cost of your funds also increases, so



the present value of a given payment in the future falls. In other words, you need less money today to get to your future “money goal.” 3 As the interest rate decreases, the opportunity cost of your funds also decreases,



so the present value of a given payment in the future rises. In other words, you need more money today to get to your money goal.



Individuals, firms, and the government all use interest rates to make decisions that involve the future. For example, individuals take interest rates into account when they decide how much to save for the future or even when to retire. And, as we will see, firms and the government use interest rates to decide whether to undertake important investments.
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Real and



Nominal Interest Rates



Even if you deposit $100 in a bank account and get $105 at the end of the year, if the economy’s annual rate of inflation amounts to 5 percent or more, your purchasing power would not have increased at all. In other words, the 5 percent inflation will eat up all your 5 percent earnings. This is an example of the real-nominal principle.



REAL-NOMINAL



PRINCIPLE



What matters to people is the real value of money or income—the purchasing power—not the face value of money.



When there is inflation, economists make a distinction between the interest rate nominal interest rate Interest rate quoted in the market. real interest rate The nominal interest rate minus the inflation rate.



expected real interest rate The nominal interest rate minus the expected inflation rate.



quoted in the market, which is called the nominal interest rate, and the real interest rate, which is what you actually earn after taking account of inflation. The real interest rate is defined as the nominal interest rate minus the inflation rate: real rate



=



nominal rate



-



inflation rate



If the nominal rate of interest is 6 percent per year and the inflation rate is 4 percent during the year, the real rate of interest is 2 percent (6 – 4). To understand what the real rate of interest means, suppose you have $100 and annual inflation is 4 percent. It’s not hard to figure out that next year you will need $104 to have the same purchasing power you do today. Let’s say you deposit today $100 at a 6 percent annual interest rate. At the end of the year, you will have $106 ($100 × 1.06). Now let’s calculate your real gain. After one year, you will have increased your holdings by $6, but taking into account the $4 you needed to keep up with inflation, your gain is only $2. The real rate of interest you earned, the nominal rate adjusted for inflation, is 2 percent, or $2. Let’s see what happens when you borrow money. Suppose you borrow $100 at a 10 percent annual interest rate, but inflation is 6 percent during the year. At the end of the year, you must pay back $110 ($100 × 1.10). But with an inflation rate of 6 percent, the lender would need 6 of the 10 dollars you paid in interest just to keep up with inflation. That means the lender would effectively get just a $4 gain ($10 – $6), instead of the full $10 gain. Thus, when corrected for the effects of inflation, the real rate of interest you will have to pay is just 4 percent, or $4, on the srcinal $100 loan. As an example, in 2002 if seniors invested their money in three-month U.S. government Treasury bills, they would have earned an average interest rate of 1.6 percent. However, inflation, as measured by the Consumer Price Index, was 2.4 percent. In real terms, these seniors would have actually lost money during the year, earning a negative real rate of interest of –0.8 percent. We defined the real interest rate as the nominal interest rate minus the actual inflation rate. When firms or individuals borrow or lend money, they do not know what the rate of inflation will actually be in the future. Instead, they must form an expectation—an estimate—of what they believe the inflation rate will be in the future. For a given nominal interest rate, we can define the expected real interest rate as the nominal interest rate minus the expected inflation rate. The expected real interest rate is the rate at which borrowers or lenders expect to make transactions. It is difficult to precisely determine expected real rates of interest because we never know exactly inflationforecasters. rates people reallyis anticipate. One approach is the to rely on the judgments of what professional Here an example. In April 2010, nominal interest rate on three-month U.S. government securities was 0.22 percent. The nominal rate was very low, but positive. However, inflation forecasts for the remainder of that year were about 2 percent. This meant that the expected real rate was –1.78 percent. To determine real returns, we need to know both the nominal rate of interest and forecasts for inflation.
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Up to this point, we have discussed “the” interest rate. However, at any point in time, there are really many different interest rates. One reason is that loans vary by their riskiness and by their maturity (the length of the loan). Riskier loans and loans for longer maturities typically have higher interest rates. Figure 12.2 depicts the movement in three interest rates from 2002 to 2011 for three types of investments: corporate AAA bonds (loans investors make to corporations ◀
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FIGURE 12.2



Interest Rates on Corporate and Government Investments, 2002–2011
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THE VALUE OF AN ANNUITY APPLYING THE CONCEPTS #2: How can understanding the concept of present value help us evaluate an annuity?



Suppose you and your employer both had set aside funds for the day you retire at age 65. Just before you retire, your employer offers you the following options: (1) You can have the $500,000 that was set aside for you, or (2) the firm would take the $500,000 and purchase you an annuity contract—a financial instrument that would pay you a fixed annual payment as long as you live. Your employer tells you the annuity contract the firm could purchase would pay $35,000 per year. Which option should you choose? The first step in making this decision would be to calculate the present value of the annuity payments and compare it to the $500,000. Of course, you do not know for sure how long you would live, so you would need some estimates of the probability of surviving at each age into the future. You would multiply that probability by the yearly annuity payment to obtain an expected annuity payment for every future year. Finally, you could need to choose an interest rate and calculate the expected present value of the annuity payments and compare it to the $500,000. Hopefully, yourwould firm offered you deal a well-priced the decision is still yours. The annuity be a better for you if annuity. you wereBut healthier than average and expected to live longer than the average person. It could also bring you peace of mind if you were concerned about your skills in managing money or worried about outliving your money. On the other hand, if you had poor health, it would not be a good idea. Many financial advisers suggest that annuities should play at least some role in retirement planning. Related to Exercise 2.6.
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that are good credit risks), 10-year U.S. Treasury bonds (loans to the government for 10 years), and six-month treasuries (loans to the U.S. government for six months). Notice that rates for corporate bonds are higher than rates for 10-year Treasury bonds. The reason is that corporations are less likely to pay back their loans than the U.S. government. Notice, too, that for most of this time period, the U.S. government typically paid a lower rate when it borrowed for shorter periods of time (6 months) than for longer periods of time (10 years). That is the normal pattern. However, in 2006 and 2007, it became cheaper for the government to borrow for the longer period.



12.3



Understanding Investment Decisions



Now that we understand the concept of present value and interest rates, we can use these to understand investment decisions. Consider project we have to pay today tools in order to benefit in the future. Here is the simplea investment rule for suchfor a project: Invest in a project if the cost you incur today is less than or equal to the present value of the future payments from the project. In our first present-value example, the “project” (the loan to your friend) pays $105 in one year, and the present value (with an interest rate of 5 percent) is $100. Because the cost of the project is also $100, the project is worthwhile. Consider a more complicated project that pays $110 in year 1 and in year 2. The interest rate is 10 percent. The present value of the benefits from this project is present value



=



+ 110



(1



+



0.10)



+



+ 110 (1.10)2



=



+ 191



As long as the cost of the project today is less than $191, it pays to invest in it. We can use our theory to develop the relationship between investment spending and the real rate of interest in the economy. In the economy as a whole, millions of different investment projects can be undertaken, nearly all providing different returns. Consider the array of investments A through E in Table 12.1. Each project costs $100 in the current period and provides a return one period later. The returns are expressed in real terms; that is, they have been adjusted for inflation. TABLE 12.1 Return on Investment by Project Project



Cost



Return



A



$100



$101



B



100



103



C



100



105



D



100



107



E



100



109



Let’s look at the present value of these investments at various interest rates. At an interest rate of 2 percent per year, only investment A is unprofitable. For the other investments, the present value of the return exceeds the cost. If the interest rate in the market increases to 4 percent, both A and B will be unprofitable. At an interest rate of 6 percent, A, B, and C will be unprofitable; D will be unprofitable as well if the market interest rate increases to 8 percent. If the interest rate exceeds 9 percent, all the investments will be unprofitable. As interest rates rise, there will be fewer profitable investments in which firms are willing to invest, and the total level of investment spending in the economy will decline. Figure 12.3 depicts the negative relationship, graphically represented as the downward-sloping line, between real interest rates and investment. As the graph indicates, high real interest rates will deter investment spending. As an example, during the early 1980s when real interest rates rose, business investment dropped sharply.
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FIGURE 12.3



The Relationship between Real Interest Rates and Investment Spending
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As the real interest rate declines, investment spending in the economy increases.



Investment spending



In practice, firms need to take into account other factors besides interest rates in making their investment decisions. In the neoclassical theory of investment , pioneered by Dale Jorgenson of Harvard University, taxes along with real interest rates play a key role in determining investment spending. Jorgenson used his theory to analyze how investors respond to a variety of tax incentives, including investment tax credits. Should we use a real or nominal interest rate to determine whether to invest? The answer is that it doesn’t really matter, as long as we are consistent. If the future benefits of the project are not adjusted for inflation, then we should use the nominal interest rate because it takes into account overall inflation—infl ation is built into the nominal rate, so to speak. But if we first express the future benefits of the investment in current dollars—that is, if we reduce their nominal value by the amount that prices in the economy are expected to increase—then we should use the real rate of interest in our calculations. Keep this distinction between real and nominal interest rates in mind. If nominal interest rates are 10 percent but inflation is 9 percent, the real rate of interest is only 1 percent. A firm makes its investment decisions by comparing its expected real net return from investment projects to the real rate of interest. Just because nominal interest rates are high does not mean the real interest rate is also high. During the 1970s, homeowners in California understood this. They purchased homes in record numbers, even though it meant borrowing money at interest rates exceeding 10 percent. Buyers were willing to borrow at such high rates because housing prices in California had been rising by more than 10 percent annually, and they believed the trend would continue. They realized, for example, that if housing prices rose by 12 percent per year, they were essentially earning a 2 percent annual return because their mortgage loans were just 10 percent. (They would earn the returns only when they sold their homes.) That would make the real interest rate of the money borrowed –2 percent. This caused a housing boom in California that lasted until housing prices stopped rising at such high rates.



Investment and the



neoclassical theory of investment A theory of investment that says both real interest rates and taxes are important determinants of investment.



Stock Market



Economists have long noticed a correlation between the stock market and investment spending. All other things being equal, when the level of the stock market is high, investment spending also tends to be high. It makes sense that the two are related. Consider a firm’s options when it wants to finance a new project. The firm really has three choices: First, it can rely on itsretained earnings—the earnings the firm hasn’t paid out in dividends to its owners. Second, it can borrow funds from a bank or sell corporate bonds to the public. Third, it can issue and sell new shares, or stock. When a firm’s stock price is high, it can issue shares at a premium and use the proceeds from



retained earnings Corporate earnings that are not paid out as dividends to their owners. corporate bond A bond sold by a corporation to the public in order to borrow money.
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Q-theory of investment The theory of investment that links investment spending to stock prices.



their sale to finance new investments. The higher the share price, the fewer shares the firm needs to sell to raise capital. This means, essentially, that the cost of the project the firm wants to undertake falls as the company’s stock price climbs. In other words, high stock prices lead to high investment. This is known as th e Q-theory of investment, and it was srcinally developed by the late Nobel Laureate James Tobin of Yale University. In the boom of the late 1990s when the level of the stock market was high along with share prices, many firms financed large investments by selling their shares. During roughly this same time period, the stock market and investment spending appeared to be even more tightly linked than in the past. Figure 12.4 plots the Standard and Poor’s index of stock prices on the same graph as the share of investment spending as a component of GDP from 1997 to 2003. As you can see, both the stock market and investment spending rose sharply from 1997, peaking in mid-2000. They then both fell sharply—the stock market plunged, investment spending fell, and the economy entered a recession. 0.21
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The Stock Market and Investment Levels, 1997–2003 Both the stock market and i nvestment spending rose sharply from 1997, peaking in mid-2000.



The reason the two were so tightly linked was that investors were overly optimistic about the future. They believed that, driven by new technology, the newfound economic prosperity would last forever (or at least certainly longer than it did). With optimistic expectations about the future, stock prices should have been high because stock prices are based on the present value of the dividends people expect firms to pay in the future: price of a stock



=



present value of expected future dividend payments



Because investors’ expectations about future dividends were high, stock prices were high. Firms, like individual investors, rushed to make massive, long-term investments, particularly in the fiber-optics and telecommunications industries. Some observers questioned whether the expectations were rational. Still, there were enough optimistic investors to sufficiently drive up prices. As we saw in Figure 12.1 on page 255, investment spending during this period in the United States reached new highs. In many cases, stock prices for companies that had never turned a profit nonetheless soared to astronomical heights. Unfortunately,
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DEBT FORGIVENESS? APPLYING THE CONCEPTS #3: Is reducing the debt owed on home mortgages a good policy to deal with an ailing housing market?



During the housing boom, many homeowners borrowed money to purchase their property but then saw the value of their homes fall sharply. As a consequence, in 2012 approximately 12 million U.S. homeowners owed more on their home mortgages than their home was actually worth. These homeowners are commonly known as being “underwater.” While the majority of underwater homeowners were making their mortgage payments on time, a significant minority were delinquent on their payments and on a path to defaulting on their mortgages. To assist these homeowners who are behind on their payments and may eventually lose their homes to foreclosure, many in Congress have advocated for reduction on the amount of money they actually owe—or principal reduction. The hope is that with a reduction in the amount they owed they would start making timely payments on their mortgages and avoid a messy default. This idea, however, has proven to be extremely controversial for several reasons. First, the holders of the mortgage may not want to reduce the principal because they believe they will be eventually repaid. Second, what about those underwater homeowners who are meeting their mortgage payments? Would they stop making payments in order to obtain some principal relief? Rather than actual principal reduction, some lenders have allowed borrowers to postpone payments or make other arrangements. Related to Exercise 4.5 .



both investors and firms may have been subject to what former Federal Reserve chairman Alan Greenspan famously dubbed “irrational exuberance”—something similar to Keynes’s “animal spirits.” Although the economy had performed very well in the late 1990s, it could not grow at those rates forever. Many investors and firms believed it could, though. When they began to realize it couldn’t, the stock market plunged and investment plans were curtailed. What linked the stock market and investment in both their rise and their fall were first optimistic and then pessimistic expectations about the economy. Rather than causing the rise and fall of investment spending, the stock market mirrored expectations about the economy held by firms and individual investors.



12.4



How Financial Intermediaries Facilitate Investment



Households save and invest their funds for different reasons than firms. A typical couple might be saving money for their retirement or for their children’s education, and they generally won’t like the idea of their savings being subject to risk. They do, however, want their savings to be readily accessible and convertible to money—what economists call liquid—in case they have a financial emergency. Funds deposited in a bank account, for example, provide a source of liquidity for households because they can be withdrawn at any time. Unlike households, firms and business managers are typically risk-takers. They are gambling that their vision of the future will come true and make them vast profits. These investors need funds they can tie up for long periods of time. For example, an entrepreneur who wants to build a skyscraper or casino may need financing for several years before beginning construction and for years afterward until the business begins to produce profits. Suppose individual entrepreneurs had to obtain funds directly from individual savers. First, they would have to negotiate with thousands of people to obtain



liquid Easily convertible into money on short notice.
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sufficient funds. This would take a lot of time and be costly. Second, the savers would face extraordinarily high risks if they loaned all their money to a single entrepreneur who had a risky project to undertake. Not only would all their funds be tied up in a single project, it would not be easy to monitor the investor’s decisions. How could they be certain the entrepreneur wouldn’t run off with their money? Additionally, their investments would not be liquid. To compensate these savers for the risk they would be taking and the lack of liquidity they would face, entrepreneurs would have to pay them extremely high interest rates, but higher interest rates would make it harder, perhaps impossible, for the entrepreneur to make a profit. No prospect of profits would mean no one would invest in the project in the first place. In other words, society would not be able to turn its savings into profitable investment projects. Figure 12.5 depicts this dilemma. How can the problem be solved? ▶



FIGURE 12.5



Savers and Investors



Who face risk, loss of liquidity, and costs of negotiation



Demand high interest rates from:



Savers
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Investors



The answer is through financial intermediaries. Financial intermediaries include banks, savings and loans, insurance companies, brokerage firms, companies that run mutual funds, and other types of financial institutions. These institutions accept funds from savers and make loans to businesses and individuals. For example, a local bank accepts deposits from savers and uses the funds to make loans to local businesses. Savings and loan institutions will accept deposits in savings accounts and use these funds to make loans, often for housing. Insurance companies accept premium payments from individuals in exchange for the protection provided by the insurance payments. Then insurance companies lend the premiums received to earn returns from investments so they can pay off the insurance claims of individuals. Figure 12.6 shows how financial intermediaries create a valuable link between savers and investors. Pooling the funds of savers to make loans to individual borrowers reduces the costs of negotiation. Financial institutions also have more expertise to evaluate and monitor investments than most individual investors. Financial Intermediaries
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To some degree, these financial intermediaries also provide liquidity. In normal circumstances, not all households withdraw their money at the same time, so financial intermediaries can lend out most of the money and still have enough on hand to meet withdrawals by depositors. But how do financial intermediaries reduce risk? They do this by diversifying investors’ assets—by not putting “all the eggs in one basket,” so to speak. Intermediaries invest (that is, make loans) in a large number of projects whose returns, although uncertain, are independent of one another. By independent, we mean the return from one investment is unrelated to the return on another investment. Consider a bank investing in a large number of projects that all together produce an average return of 8 percent annually. Each project alone is risky and could pay a return either higher or lower than 8 percent. However, as long as the returns on all these projects are independent of one another, those with higher returns will likely offset those with lower returns. By investing in a large number of projects, the bank increases the odds that as a group the projects will earn 8 percent. Other financial intermediaries reduce risks in related ways. A fire insurance company accepts premiums from many individuals in communities throughout the country and uses the funds to make investments. Because not all houses will burn down in the same year, the insurance company knows it will have a stable source of funds for its investments. Insurance diversification works well only when companies insure events that are independent of one another, however. Some situations are not independent and therefore can’t easily be insured by the same company. For example, an insurance company would be unwise to provide earthquake insurance for just the Los Angeles area. If an earthquake did occur, the firm would be faced with making payments to many clients who suffered loss without anyone else’s payments to offset them. In somewhat the same way, even bank loans are not fully independent. During a recession, many more firms will experience financial difficulties and have trouble meeting their loan obligations to their banks. In recent years, we have seen an innovation in financial intermediation. In the past, if a savings and loan company made a loan to a home purchaser, it would hold onto the loan until it was paid off. That meant the savings and loan could make new loans or mortgages only if it was able to attract new deposits to provide the funds. Two large government-sponsored financial intermediaries, Fannie Mae and Freddie Mac, changed the way mortgage markets operated. They purchased mortgages from savings and loans and banks throughout the country, packaged them, and sold them to investors in the financial market. This enabled savings and loans to offer additional mortgages with the funds they received from Fannie Mae or Freddie Mac, and it allowed investors to own a part of a diversified collection of mortgages from around the country. The private sector quickly adopted these practices as well. The practice of purchasing loans, re-packaging them, and selling them to the financial markets is known assecuritization. Although it started with home mortgages, securitization now applies to other types of financial obligations, such as credit card and consumer debt. Financial intermediaries will often borrow money from financial markets to purchase loans in order to re-package and sell them. Using borrowed funds to purchase assets is known as leverage . Increases in leverage increase the risk that financial intermediaries undertake because they are obligated to pay off the funds they have borrowed, regardless of the actual performance of the assets they have purchased.



When Financial



Intermediaries Malfunction



Financial intermediation can sometimes go wrong. When it does, the economy suffers. Important examples of the failure of financial intermediation include commercial bank failures during the Great Depression, the U.S. savings and loan crisis of the 1980s, a similar crisis in Japan in the 1990s, and the U.S. housing credit and securitization crisis of 2007 and 2008.



securitization The practice of purchasing loans, re-packaging them, and selling them to the financial markets. leverage Using borrowed funds to purchase assets.
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CHAPTER 12 • INVESTMENT AND FINANCIAL MARKETS



bank run Panicky investors simultaneously trying to withdraw their funds from a bank they believe may fail.



deposit insurance Federal government insurance on deposits in banks and savings and loans.



In the early days of the Great Depression, many banks in the United States, particularly in rural areas, provided farmers and local businesses with loans that turned out to be unprofitable. This worried depositors, and rumors circulated that banks would fail. Depositors panicked, and many tried to withdraw their money simultaneously in what is called a bank run . During the Great Depression, bank runs occurred throughout the world. In 1931, a panic broke out after the collapse of Creditanstalt, Austria’s largest bank. Banking panics occurred throughout other countries in Europe, including Belgium, France, Germany, Italy, and Poland. Few banks, profitable or unprofitable, can survive a run, because not all deposits are kept on hand. The result of the bank runs was that thousands of healthy U.S. banks shut down, leaving large parts of the United States without a banking system. Many farms and businesses could no longer find a source of loans, and the severity of the Great Depression worsened. Studies have shown that the countries with the most severe banking panics were hardest hit by the Depression. To prevent banking panics from happening again, in 1933 the U.S. government began providing deposit insurance on money placed in banks and savings and loans. Today deposit insurance guarantees the government will reimburse depositors for amounts up to $250,000 in each account at each bank should their banks fail. Because everyone knows their deposits are secure, bank runs no longer regularly occur. Today, most countries have some form of deposit insurance intended to prevent panics. Ironically, deposit insurance indirectly led to the U.S. savings and loan crisis, which occurred during the 1980s. In the early 1970s, savings and loan institutions (S&Ls) made mortgage loans to households at low interest rates. However, later in the decade nominal interest rates rose sharply as inflation increased. The savings and loans were in trouble: They had to pay high interest rates to attract deposits, but they were earning interest at low rates from the money they had loaned out previously. Many of the S&Ls failed. The government tried to assist the savings and loan industry by broadening the range of investments the industry could make. Some S&Ls soon began aggressively investing in speculative real estate and other risky projects to earn higher returns. Depositors weren’t worried, though, because they knew their savings were insured by the government. Unfortunately, many of these risky projects failed, and the government was forced to bail out the S&Ls at a cost of nearly $100 billion to taxpayers. Because depositors’ savings were insured, most people didn’t suffer directly from the collapse of their savings and loan institutions. As taxpayers they suffered, though, because they had to foot the bill. Japan suffered similar problems in the 1990s. By 1995, seven of the eight largest Japanese mortgage lenders had gone bankrupt following a crash in real estate prices. Like the U.S. government, the Japanese government also used taxpayers’ funds to bail these lenders out. The decline in housing prices that we described in the chapter-opening story triggered a severe crisis in the newly developed securitization markets. Although the actual details are complex, the basic story is simple. Lenders had made loans to borrowers who had limited ability to repay, and when borrowers began to miss payments or default on their loans, it caused major disruptions in the market for securitized loans, which, in turn, disrupted credit to other sectors in the economy, causing a massive disruption to financial markets. Even Fannie Mae and Freddie Mac fell victim to the housing decline and were placed under direct government control in September 2008. As the housing-generated financial crisis spread to the rest of the financial markets, the credit markets essentially “froze” and banks worldwide would no longer lend to each other. Customers scrambled to withdraw their funds in financial institutions that they perceived were weak, leading to a “run” on these institutions. As a result, financial institutions such as Bear Stearns and Lehman Brothers were forced to close and institutions such as Merrill Lynch and Wachovia Bank were taken over by other financial institutions. When the financial institution Lehman Brothers failed,
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it set off a panic in the markets that spread to other international banks and financial institutions. The stock market plunged dramatically worldwide, reflecting the severity of the crisis and fear that it would lead to a total worldwide financial collapse. As credit became unavailable, businesses began to suffer as well, as they were not able to borrow funds to run their enterprises on a day-to-day basis. State and local government also found it nearly impossible to borrow at the height of the crisis. Governments around the world took a number of steps to alleviate this crisis. Central banks, whose activities during the crisis are described in more detail in the next chapter, provided loans and credit through a wide variety of channels. After considerable turmoil, the U.S. Congress passed a bailout package, called the Troubled Asset Relief Program, or TARP, that enabled the Treasury to use up to $700 billion to shore up the financial system. Following the lead of Great Britain, the U.S. Treasury used some of these proceeds to provide funds to large banks in order to restore confidence in the financial system and took limited ownership in these banks. As previously noted, the government took control of Fannie Mae and Freddie Mac and also provided funding to some large financial firms, such as the American International Group (AIG), which provided financial insurance to other firms and was deemed essential to keep afloat during the crisis. The United States and other countries around the world also increased the limits on the amounts eligible for deposit insurance to bolster consumer confidence in banking institutions. The goals of all these actions were to restore confidence in a system of financial intermediation that was under considerable stress.
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SECURITIZATION: THE GOOD, THE BAD, AND THE UGLY APPLYING THE CONCEPTS #4: How have recent financial innovations created new risks for the economy?



As securitization developed, it allowed financial intermediaries to provide new funds for borrowers to enter the housing market. This led to a rise in the rate of homeownership and was hailed as a positive development. But there was a dark side to this process as well. As the housing boom began in 2002, lenders and home purchasers began to take increasing risks. Lenders made “subprime” loans to borrowers with limited ability to actually repay their mortgages and did not exercise full diligence in making loans. Some households were willing to take on considerable debt because they were confident they could make money in a rising housing market. Lenders securitized the subprime loans and financial firms offered exotic investment securities to investors based on these loans. Many financial institutions purchased these securities without really knowing what was inside them. Because the securities were so new, the agencies that traditionally evaluated the riskiness of these investments did not post sufficient warning. When the housing boom stopped and borrowers stopped making payments on subprime loans, it created panic in the financial market. Not only did investors and financial firms now realize their investments were extremely risky, they began to worry about the creditworthiness of banks and other financial intermediaries that held these securities as assets. Many were highly leveraged and exposed to great risk. Effectively, through securitization the damage from the subprime loans spread to the entire financial market, causing a major crisis. Related to Exercise 4.7 .
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 From these examples you can see why financial intermediation does not always work. There is a continual debate on the role government should play in investment decisions for the economy and its role in regulating financial intermediaries. Today, some economists and policymakers are carefully reassessing the risks in our complex financial markets.



SUMMARY In this chapter we discussed 3 We use the concept of present value to compare the costs and investment spending, presbenefits of investments that occur at different points in time. The ent value, interest rates, present value of a payment K, t years in the future, at an interest and financial intermediaries. rate of i is We saw that investment K present value spending is volatile, rising (1 + i )t and falling sharply with real GDP, and depends 4 The real interest rate equals the nominal interest rate minus inflation. on expectations about the 5 Investment spending depends inversely on real interest rates. future. By developing the concept of present value, we saw how firms can make investment decisions when the costs and benefits of an6 Financial intermediarie s reduce the risk and costs of making investment occur at different times. We also explained why investment investments by pooling the funds of savers and monitoring spending also depends inversely on real interest rates and explained the the projects of borrowers. Financial intermediaries can distinction between real and nominal interest rates. Finally, we examined package loans for sale to the broader financial markets through how financial intermediaries channel funds from savers to investors, securitization. reduce interest rates, and promote investment—and sometimes 7 While financial intermediaries do make the economy more malfunction. Here are the main points to keep in mind: efficient, they can break down at times, causing severe economic 1 Investments incur costs today but provide benefits in the future. disruptions. 2 Investment spending is a volatile component of GDP because expectations about the future are uncertain and ever changing. =
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 EXERCISES 12.1 1.1



1.2



1.3



1.4



1.5



1.6



1.7



1.8



All problems are assignable in MyEconLab.



An Investment: A Plunge into the Unknown



Investment is a larger component of GDP than consumption, but it is much more volatile. (True/False) Investment spending is very , since it moves in conjunction with GDP. The economist who coined the phrase “animal spirits” to refer to investment spending by firms was . Since investment spending rises and falls with GDP, it is . Accelerator Theory of Investment. Explain how in the accelerator theory of investment that future expectation of high GDP growth will cause GDP to increase in the current period. Index of Consumer Confidence and Investment in Durable Goods. Using the ideas of “animal spirits,” explain why changes in measures of consumer confidence would be correlated to consumer spending on durable goods. Residential Housing Investment, the 1990 Recession, and the Most Recent Downturn. Use the Web site for the Federal Reserve Bank of St. Louis (www.research.stlouisfed.org/fred2) to find out how investment in residential housing behaved over the 1990–1991 recession and compare it to the period from 2006 to 2011. Oil Price Floor and Investment Spending. Suppose the government said that it would not let the U.S. price for a barrel of oil fall below $50. It could do this by raising taxes on oil if the price fell below $50. What incentives do you think this would provide for investment in energy-saving technologies? (Related to Application 1 on page 255.)
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Evaluating the Future 3.3
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If the interest rate is 10 percent, the present value of $200 paid one year from now equals . If the interest rate is 5 percent, the present value of $200 paid one year from now equals . If the $200 is received in two years, the present value will equal . If interest rates increase, the present value of a fixed payment in the future . The present value of lottery winnings paid over a 20-year period will (rise/fall) with a rise in interest rates.



annuity payments $35,000 year as as you live. What do you are think wouldper happen to long the annuity payments if interest rates increased? Explain carefully. (Related to Application 2 on page 259.) Present Value of Lottery Payments. A lottery pays a winner $1 million a year for 20 years (starting in year 1). What is the present value of this sum at an interest rate of 8 percent? You can do this by hand (not recommended) or in an Excel spreadsheet. Here is how: Enter “1” in cells A1 through A20. In cell C3, enter @NPV(.08, A1:A20) and press enter. This will give you the result. What happens to the present value of the lottery if the interest rate falls to 5 percent? Pension Funds and Interest Rates. Many firms have pension funds that have fixed dollar obligations to their retirees. For financial purposes, firms must estimate the present value of these obligations to determine how much they truly owe their retirees. What happens to the value of these obligations as interest rates fall? Why?



12.3



3.2



12.2



Investments in Solar Energy. Proponents of solar energy point to the vast savings that come in the long run from using a free source of energy (the sun) rather than paying high prices for electricity. Unfortunately, solar energy systems typically have large up-front expenses to install the system. Use the concept of present value to show that solar energy systems are more likely to be profitable when interest rates are low. Annuity Payments and Interest Rates. Suppose you have $500,000 to purchase an annuity. Currently the
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3.5



3.6



Understanding Investment Decisions



If a project costs $100 and pays $107 next year, the maximum interest rate at which the present value of the investment exceeds its cost is . As real interest rates rise, investment spending in the economy . Corporate bonds, retained earnings, and tax deductions are the three sources of funds that firms have for investments. (True/False) The Q-the ory of inv est men t was dev elo ped by . The price of a stock can be thought of as the present value of future . Low Interest Rates but No Takers. In 2010, interest rates on home mortgages were in the neighborhood of 5 percent—very low by historical standards—but many individuals did not wish to buy homes. Using the concept of the real interest rate, can you explain why low interest rates did not entice new buyers? 269
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Stock Prices, Investment, and Causation. Figure 12.4 shows that from 1997 through 2003, that investment spending followed the same trends as stock prices. Does this mean that movements in stock prices cause movements in investment spending? Hydroelectric Dams. Hydroelectric dams are very costly to build and construct, but there are considerable savings in operating costs compared to other energy alternatives. Explain why hydroelectric dams are more likely to be profitable when interest rates are low. Stock Prices, Interest Rates, and Corporate Earnings. Holding other factors constant, explain why stock prices tend to rise when a. interest rates fall. b. expected corporate earnings rise.



12.4 4.1



4.2



4.3



4.4



4.5



4.6



4.7



How Financial Intermediaries Facilitate Investment



An illiquid financial asset is one that can easily be used to buy goods and services. (True/False) Creation of following the Great Depression has greatly reduced the likelihood of runs on banks today. Financial intermediaries reduce the risk of assets through . If a financial intermediary buys loans from a mortgage company and then packages them to sell in the financial markets, this is known as . Banks and Debt Forgiveness. Can you think of any circumstances in which a bank would reduce (or forgive) part of the loan amount it made to a customer? How might this voluntary decision made by a bank



4.8



4.9



differ from a government program that required loan forgiveness? (Related to Application 3 on p. 270.) A Leverage Example. Suppose you purchased an asset for $1000. The asset is risky and can either increase in value to $1,200 or fall in value to $900. Let’s look at the effects of leverage on your returns to this investment. a. Suppose you did not borrow any money, but put in your own $1000 to purchase the asset. What percent gain would you make if the asset increased and what percent loss would you experience if the asset fell in value? b. Now, suppose you borrowed $950 to purchase the asset. What is your percentage gain or loss on your investment now? “Ninja” Loans. During the housing boom, overeager lenders were said to have made “ninja” loans—that is, loans to individuals with “no income, job, or assets.” How did ninja loans contribute to the securitization crisis in financial markets in 2007 and 2008? (Related to Application 4 on page 267.) Savings and Loans and Risk. Traditionally, savings and loan institutions made loans only for home mortgages and held on to those mortgages. At one point, this was viewed as a safe way of doing business. However, it became a risky way of doing business for U.S. savings and loans in the 1970s. Explain why making loans only for housing and holding on to the mortgages may be very risky. Why does this risk provide a rationale for securitization? Mutual Funds. Why does it make sense for individual investors to invest in mutual funds (which invest in a wide range of stocks), rather than in just a few individual companies?



ECONOMIC EXPERIMENT DIVERSIFICATION



In this game, you first get $10, but you win or lose additional funds, depending on whether the fraction of heads that comes up exceeds one-half. To help you understand what’s Th is cl as sr oom ex er ci se il lu st ra te s th e po we r of going on in this game, suppose you toss the coin only once. diversification. Your instructor will describe the game and how to participate. To take part in this exercise, you need to Here, the outcome depends only on whether the coin comes up either heads or tails: recall a simple lesson from basic statistics: If you flip a coin many times, the fraction of heads that results approaches one-half as you increase the number of flips. You are offered a chance to play this game in which you receive a payoff according to the following formula: Payoff
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The game does have a positive expected payoff. The expected or average payoff for this game is the probability



 of getting a head (one-half) times $60 plus the probability of getting a tail (one-half) times –$40. This is Expected payoff
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On average, if you toss the coin many times, this game would pay $10. But this game is risky if you are allowed to toss the coin only once. Now that you understand the game, answer



the following question: Would you play this game if limited to only one toss? Now suppose you were free to toss the coin 1,000 times and received 450 heads. If that happened, your payoff would be + 10



+



+ 100(450/1000



-
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=
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Would you play if you could toss the coin 1,000 times?



QUESTIONS FOR DISCUSSION 1. Did a higher percentage of the class agree to play the game



3. If you toss the coin 1,000 times and receive heads fewer than



with 1,000 tosses? How does this illustrate the principle of diversification?



400 times, you will lose money. What do you think is the probability of this occurring?



2. If you toss the coin 1,000 times, what is the expected payoff?
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Money and the Banking System Normally we expect governments to prevent the wholesale failures of banks. But the recent financial crisis, themajor country of Iceland tookduring the opposite approach and let the banks in the country simply collapse. Beginning in 2003, the three major banks in Iceland changed their business model to become aggressive international banking institutions, attracting deposits from foreign countries and vastly expanding their portfolio of loans. The result was five years of incredible prosperity for the country and its bank. Unfortunately, when the world financial crisis hit in 2008, this financing model no longer was sustainable. Funds quickly disappeared from the banks and the government and the people of Iceland faced a stark choice: bail out the banks by using public funds or let the banks go bankrupt and let those who invested in the banks take losses. Eventually, Iceland decided on the bankruptcy route, much to the dismay of investors abroad. Unlike Ireland, which faced a similar situation, the government and the people of Iceland were willing to let the banks fail. Although this caused a severe recession for Iceland, the longer run prospects for the economy are sound and Iceland has actually recovered faster than many of the countries that bailed out its banks.
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OBJECTIV



ES



•



Identify the components of money in the U.S. economy.



•



Explain the process of multiple expansion



•



and contraction of deposits. Describe the structure of the Federal Reserve.



•



Discuss examples of how the Federal Reserve acts during financial crises.



MyEcon Lab



MyEcon Lab helps you master each objective and study more efficiently.



 PART 5



t



he term money has a special meaning for economists, so in this chapter we’ll look carefully at how money is defined and the role it plays in the economy. The overall level of money affects the performance of an economy. In a prior chapter, we learned that increases in the money supply increase aggregate demand. In the short run, when prices are largely fixed, this increase will raise total demand and output. But in the long run, continuing money growth leads to inflation. Our nation’s central bank, the Federal Reserve (commonly called the “Fed”), is responsible for controlling the money supply. In this chapter, we’ll see how the Federal Reserve is structured, how it operates, and why it’s so powerful.



13.1 What



Is



Money?



money Economists define any items that are used consider in economic transactions or exchanges andas accepted by buyers andregularly sellers. Let’s some examples of money used in that way. We use money regularly every day. In a coffee shop, we hand the person behind the counter some dollar bills and coins, and we receive a cup of coffee. This is an example of an economic exchange: One party hands over currency—the dollar bills and the coins—and the other party hands over goods and services—the coffee. Why do the owners of coffee shops accept dollar bills and coins in payment for coffee? The reason is that they will be making other economic exchanges with the dollar bills and coins they accept. Suppose a cup of coffee costs $1.50 and 100 cups are sold in a day. The seller then has $150 in currency. If the coffee costs the seller $100, the seller pays $100 of the currency received and keeps $50 for other expenses and profits. Money makes that possible. In the real world, transactions are somewhat more complicated. The coffee shop owners take the currency they receive each day, deposit it in bank accounts, and then pay suppliers with checks drawn on those accounts. Clearly, currency is money because it is used to purchase coffee. Checks also function as money because they are used to pay suppliers. In some ancient cultures, precious stones were used in exchanges. In



money Any items that are regularly used in economic transactions or exchanges and accepted by buyers and sellers.



more gold bars but havethey served money. During World so War II,used prisoners of warrecent did nottimes, have currency, did as have rations of cigarettes, they them like money, trading them for what they wanted.



T h re e P ro p e r t i e s o f M o n e y Regardless of what money is used in a particular society, it serves several functions, all related to making economic exchanges easier. Here we discuss three key properties of money. As our examples illustrate, money is given by buyers to sellers in economic exchanges; therefore, it serves as a medium of exchange. Suppose you had a car you wanted to sell in order to buy a boat and money did not exist. You could look for a person who had a boat and wanted to buy a car and then trade your car directly for a boat. This is an example of barter: the exchange of one good or service for another. But there are obvious problems with barter. Suppose local boat owners were interested in selling boats but not interested in buying your car. Unless there were a MONEY SERVES AS A MEDIUM OF EXCHANGE



double of wants unless you wanted to economic trade a carexchange for a boat, and the coincidence boat owner wanted to —that trade ais, boat for your car—this wouldn’t occur. The probability of a double coincidence of wants occurring is very, very tiny. Even if a boat owner wanted a car, he or she might want a different type of car than yours. By serving as a medium of exchange, money solves this bartering problem. The car owner can sell the car to anyone who wants it and receive money in return. With that money, the car owner can then find someone who owns a boat and purchase the



medium of exchange Any item that buyers give to sellers when they purchase goods and services. barter The exchange of one good or service for another. double coincidence of wants The problem in a system of barter that one person may not have what the other desires.
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CHAPTER 13 • MONEY AND THE BANKING



SYSTEM



boat for money. The boat owner can use the money in any way he or she pleases. With money, there is no need for a double coincidence of wants. This is why money exists in all societies: It makes economic transactions much easier. Here is another way to think about this. One of our key principles of economics is that individuals are better off through voluntary exchange.



PRINCIPLE



OF VOLUNTARY EXCHANGE



A voluntary exchange between two people makes both people better off.



Money allows individuals to actually make these exchanges. Without money, we would be left with a barter system, and most transactions that make both people better off would not be possible. Money also provides a convenient measuring rod when prices for all goods are quoted in money terms. A boat may be listed for sale at $5,000 in money terms, a car at $10,000, and a movie ticket at $5. We could, in principle, quote everything in terms of movie tickets. The boat would be worth 1,000 tickets, and the car would be worth 2,000 tickets. But because we are using money and not movie tickets as a medium of exchange, it is much easier to express all prices in terms of money. A unit of account is a standard unit in which w e can state prices and compare the value of goods and services. In our economy, money is the unit of account because we quote all prices in terms of money. It is convenient to use the medium of exchange as the unit of account, so we can quote prices for all goods and services in terms of the same units we use in transactions—in our case, money. MONEY SERVES AS A UNIT OF ACCOUNT



unit of account A standard unit in which prices can be stated and the value of goods and services can be compared.



If you sell your car to purchase a boat, you may not be able to purchase the boat immediately. In the meantime, you will be holding the money you received from the sale. Ideally, during that period, the value MONEY SERVES AS A STORE OF VALUE



store of value The property of money that holds that money preserves value until it is used in an exchange.



the money will aofstore of value . not fall. What we are referring to here is the function of money as Money is actually a somewhat imperfect store of value because of inflation. Suppose inflation is 10 percent a year, which means average prices rise 10 percent each year. Let’s say you sold a tennis racket for $100 in order to buy 10 CDs worth $100, but you waited a year to buy them. Unfortunately, because of inflation, at the end of the year the 10 CDs cost $110 (%100 × 1.10), or $11 each. With your $100, you can now buy only 9 CDs and get $1 in change. Your money has lost some of its stored value. As long as inflation is low and you do not hold the money for a long time, the loss in its purchasing power won’t be a big problem. But as inflation rates increase, money becomes less useful as a store of value. Through history, the world has witnessed different types of monetary systems. In one system a commodity serves as money, such as gold or silver in bars or coins. This is an example of commodity money. At some point, governments began issuing paper money. However, the paper money was backed by an underlying commodity, for example, so many ounces of gold per unit of paper currency. Under a traditional gold standard, an individual DIFFERENT TYPES OF MONETARY SYSTEMS



commodity money A monetary system in which the actual money is a commodity, such as gold or silver. gold standard A monetary system in which gold backs up paper money. fiat money A monetary system in which money has no intrinsic value but is backed by the government.



could present the government its stated gold. In other words,paper papermoney moneytocould be exchangedand forreceive gold. Until 1933 value in theinUnited States, individuals could exchange their dollars for gold. However, President Franklin Roosevelt banned private possession of gold in 1933, although foreign governments could still exchange dollars for gold until 1971. The next step in the evolution of monetary systems was to break the tie between paper money and gold and create a system of fiat money. Fiat money has no intrinsic value like gold or silver—it is simply created by a government decree and becomes the official legal tender of the society.
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In the United States today, if you take a $100 bill to the government you will not receive any gold or silver—just another $100 bill in return. You may wonder what gives money value under a fiat system if it has no intrinsic value. The answer is that the government controls the value of fiat money by controlling its supply in the economy. That is why it is important to prevent counterfeiting. In the next chapter, we will see precisely how the government controls the supply of money.



Measuring Money in



the U.S. Econo



my



In the United States and other modern economies, people can carry out economic transactions in several different ways. In practice, this leads to different measures of money. The most basic measure of money in the United States is called M1. It is the sum of currency in the hands of the public, demand deposits, other checkable deposits, and traveler’s checks. M1 totaled $2,220 billion in March 2012. Table 13.1 contains the components of M1 and their size; Figure 13.1 shows their relative percentages. Traveler’s checks < 1%



M1 The sum of currency in the hands of the public, demand deposits, other checkable deposits, and traveler’s checks. ◀



FIGURE 13.1



Components of M1 for the United States



Other checkable deposits 19% Currency 46%



Currency is the largest component of M1, the most basic measure of money. Demand and other checkable deposits are the next largest components. SOURCE: Board of Governors of the Federal Reserve.



Demand deposits 34%



MyEcon Lab Real-time data TABLE 13.1 Components of M1, March 2012 Currency held by the public



$ 1,028 billion



Demand deposits



763 billion



Other checkable deposits



424 billion



Traveler’s checks Total of M1



4 billion 2,220 billion



. SOURCE: Board of Governors of the Federal Reserve



MyEcon Lab Real-time data



The first part of M1 is currency held by the public, that is, all currency held outside bank vaults. The second component is deposits in checking accounts, called demand deposits . Until the 1980s, checking accounts did not pay interest. The third component, other checkable deposits, was introduced in the early 1980s and did pay interest. Today, the distinction between the two types of deposit accounts is not as meaningful as it used to be because many checking accounts earn interest if the balances are sufficiently high. Finally, traveler’s checks are included in M1 because they are reg ularly used in economic exchanges. Let’s take a closer look at the amount of currency in the economy. Because there are approximately 300 million people in the United States, the $1.028 billion of currency amounts to over $3,427 in currency for every man, woman, and child in the United States. Do you and your friends each have $3,427 of currency? Most of the currency in the official statistics is not used in ordinary commerce in the United States. Who is using and holding this currency? Some is used in illegal transactions such as the drug trade. Few drug dealers open bank accounts to deposit currency. In addition, a substantial fraction of U.S. currency is held abroad. M1 does not include all the assets we use to make economic exchanges. M2 is a somewhat broader definition of money that includes M1 plus deposits in saving accounts, deposits in retail money market mutual funds, and time deposits of less than $100,000. These investment-type assets often can’t readily be used for exchanges



M2 M1 plus other assets, including deposits in savings and loans accounts and money market mutual funds.
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without first being converted to M1. In March 2012 M2 totaled $ 9,798 billion. That’s about 4.5 times the total of M1. Figure 13.2 shows the relative sizes of the components of M2. ▶



FIGURE 13.2



M1 22%



Components of M2 in the United States



Savings deposits 64%



Savings deposits are the largest component of M2, followed by M1, small time deposits, and money market mutual funds.



Small time deposits 7%



SOURCE: Board of Governors of Federal Reserve.



MyEcon Lab Real-time data



Money market mutual funds 6%



Economists use different definitions of money because it is not always clear which assets are used primarily as money—that is, which assets are used for economic exchanges and which are used primarily for saving and investing. Money market mutual funds came into existence only in the late 1970s. Some people temporarily “park” their assets in these funds, anticipating they will move them into riskier, higherearning stock market investments later. Others may use them to earn interest while avoiding the risks of the stock market or bond market. Sometimes, people use money market mutual funds like regular checking accounts or like savings accounts. If money market mutual funds are used like checking accounts, they should be considered part of M1. If they are used like savings accounts, however, they should be part of M2. Economists keep an eye on both M1 and M2 because they don’t know precisely how people are using all these money market accounts. Although consumers commonly use credit cards to make transactions in our economy, they are not part of the money supply. Here’s why: Suppose you have a credit card from the First Union Bank and purchase a new television from an electronics store. As you use your credit card, you are effectively borrowing the amount you charge from the First Union Bank, which, in turn, will pay the electronics store on your behalf. When you receive your credit card bill from the bank, you must begin to
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MONEY WITH THE FACE OF RODENTS APPLYING THE CONCEPTS #1: How do small Brazilian towns use currency to encourage local commerce?



In order to entice local residents to spend their money on stores in town, the small city of Silva Jardim in Brazil, hatched a plan for its own currency. The currency is called the capivari and features a picture of a local rodent on the bills. The capivaris are issued by a local bank, which holds one unit of official Brazilian currency for each capivari issued. Local merchants, however, give discounts for paying in capivaris so that local residents are therefore encouraged to make local purchases. The capivaris circulate like money and have all the functions of money even though they are backed by official Brazilian currency. In many ways, the capivaris are like



discount coupons for local purchases. The capivaris are issued in small denominations so they circulate and are not simply hoarded. This idea has caught on in 63 other towns in Brazil that have each issued their own type of money.R elated to Exercise 1.9. SOURCE: Based on Paulo Prada, “In Pockets of Booming Brazil, a Mint Idea Gains Currency,” Wall Street Journal, September 21, 2011, online edition, A-Hed column.
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pay off the loan. Credit cards enable you to purchase goods now but pay for them at a later date. Unlike money, a credit card is not a medium of exchange, a unit of account, or a store of value. Credit cards do make it easier to conduct business, but they are not an official part of the money supply. What about debit cards? If you own a debit card, you can use it to access the funds you have in your checking account when you make the transaction. When you use your debit card to make a purchase—say at a supermarket—it is exactly the same thing as writing a check. Thus, a debit card is not an independent source of money. The money supply consists of the balances in checking accounts plus currency held by the public.



13.2 How Banks Create Money In this section, we will learn the role that banks play in the creation of money in a modern economy. To understand this role, we first have to look more carefully at the behavior of banks.



A Ba n k ’s Ba l a n c e S h e e t : W he re th e Mo ne y C o m e s f ro m and Where It Goes A typical commercial bank accepts funds from savers in the form of deposits, for example, in checking accounts. The bank does not leave all these funds idle, because if it did it would never make a profit. Instead, the bank turns the money around and loans it out to borrowers. It will be easier to understand how banks create money if we first look at a simplified balance sheet for a commercial bank. The balance sheet will show us how the bank raises money and what it does with it. Balance sheets have two sides: one for assets and one for liabilities. Liabilities are the source of funds for the bank. If you open a checking account and deposit your funds in it, the bank is liable for returning the funds to you when you want them. The bank must also pay you interest on the account if you keep enough money in it. Your Assets deposits therefore bank’s contrast, generate incomemust for the bank.are Loans made the by the bankliabilities. are examples of ,itsinassets, because borrowers pay interest on the loans the bank collects. When a bank is initially opened, its owners must place their own funds into it so it has some startup funds. We call these funds owners’ equity. If the bank subsequently makes a profit, owners’ equity increases; if it loses money, owners’ equity decreases. In Figure 13.3, we show the assets and liabilities of a hypothetical bank. On the liability side, the bank has $2,000 of deposits, and owners’ equity is $200. Owners’ equity is entered on the liability side of the balance sheet because it is a source of the bank’s funds. The total source of funds is therefore $2,200—the deposits in the bank plus owners’ equity.



Assets



▲



Liabilities



$ 200 Reserves $2,000 Loans



$2,000 Deposits $ 200 Owners’ equity



Total: $2,200



Total: $2,200



FIGURE 13.3



A Balance Sheet for a Bank The figure shows a hypothetical balance sheet for a bank holding 10 percent in required reserves, $200. Banks don’t earn interest on their reserves, so they will usually want to loan out any excess of the amounts they are required to hold. This bank has loaned out all of its excess reserves, $2,000.



balance sheet An account statement for a bank that shows the sources of its funds (liabilities) as well as the uses of its funds (assets). liabilities The sources of funds for a bank, including deposits and owners’ equity. assets The uses of the funds of a bank, including loans and reserves.



owners’ equity The funds provided to a bank by its owners.
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reserves The portion of banks’ deposits set aside in either vault cash or as deposits at the Federal Reserve. required reserves The specific fraction of their deposits that banks are required by law to hold as reserves. excess reserves Any additional reserves that a bank holds above required reserves.
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On the asset side, the bank holds $200 in reserves . These are assets that are not lent out. Reserves can be either cash kept in a bank’s vaults or deposits in the nation’s central bank, the Federal Reserve. Banks are required by law to hold a specific fraction of their deposits as reserves, called required reserves. If a bank chooses to hold additional reserves beyond what is required, these are called excess reserves. A bank’s reserves are the sum of its required and excess reserves. In our example, the bank is holding 10 percent of its deposits, or $200, as reserves. The remainder of the bank’s assets, $2,000, consists of the loans it has made. By construction, total assets will always equal liabilities, including owners’ equity. Balance sheets must therefore always balance.



How Banks



reserve ratio The ratio of reserves to deposits.



▶



FIGURE 13.4



Process of Deposit Creation: Changes in Balance Sheets The figure shows how an initial deposit of $1,000 can expand the money supply. The first three banks in the figure loaned out all their excess reserves and the borrowers deposited the full sum of their loans. In the real world, though, people hold part of their loans as cash and banks don’t necessarily loan out all their excess reserves. Consequently, a smaller amount of money will be created than what’s shown here.



Create Money



To understand the role banks play in determining the supply of money, let’s suppose someone walks into the First Bank of Hollywood and deposits $1,000 in cash to open a checking account. Because currency held by the public and checking deposits are both included in the supply of money, the total money supply has not changed with this transaction. The cash deposited into the checking account reduced the currency held by the public by precisely the amount the checking account increased it. Now let’s assume banks keep 10 percent of their deposits as reserves. That means the reserve ratio—the ratio of reserves to deposits—will be 0.1. The First Bank of Hollywood will keep $100 in reserves and make loans totaling $900. The top panel in Figure 13.4 shows the change in the First Bank of Hollywood’s balance sheet after it has made its loan. First Bank of Hollywood Assets $100 Reserves $900 Loans



Liabilities $1,000 Deposit



Second Bank of Burbank Assets $ 90 Reserves $810 Loans



Liabilities $900 Deposit



Third Bank of Venice Assets $ 81 Reserves $729 Loans



Liabilities $810 Deposit



Fourth Bank of Pasadena… Fifth Bank of Compton… and so on



Suppose the First Bank of Hollywood loans the funds to an aspiring movie producer. The producer opens a checking account at the First Bank of Hollywood with the $900 he borrowed. He then buys film equipment from a supplier, who accepts his $900 check and deposits it in the Second Bank of Burbank. The next panel in Figure 13.4 shows what happens to the balance sheet of the Second Bank of Burbank.
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Liabilities increase by the deposit of $900. The bank holds $90 in reserves (10 percent of the $900 deposit) and can lend out $810. Suppose the Second Bank of Burbank lends the $810 to the owner of a coffeehouse and she opens a checking account there with the $810 as her balance. She then purchases $810 worth of coffee with a check made out to a coffee supplier, who deposits it into the Third Bank of Venice. The Third Bank of Venice receives a deposit of $810. It keeps $81 in reserves and can lend out $729. This process continues throughout the Los Angeles area with new loans and deposits. The Fourth Bank of Pasadena will receive a deposit of $729, hold $72.90 in reserves, and lend out $656.10. The Fifth Bank of Compton will receive a deposit of $656.10, and the process goes on.



How the Money



Multiplier Works



The srcinal $1,000 cash deposit has created checking account balances throughout Los Angeles. What’s the total amount? Adding up the new accounts in all the banks (even the ones we have not named), we have + 1,000



+



+ 900



+



+ 810



+



+ 729



+



656.10



+



...



=



+ 10,000



How did we come up with this sum? It’s from the following simple formula, which we derive in the appendix to this chapter: total increase in checking account balance throughout all banks =



(initial cash deposit)



*



1 (reserve ratio)



In our example, the reserve ratio is 0.1, so the increase in checking account balances is 1/0.1, or 10 times the initial cash deposit. The initial $1,000 deposit led to a total increase in checking account balances of $10,000 throughout all of the banks. Recall that the money supply, M1, is the sum of deposits at commercial banks plus currency held by the public. Therefore, the change in the money supply, M1, will be the change in deposits in checking accounts plus the change in currency held by the public. Notice that we referred to “change,” meaning an increase or decrease. Here’s why: In our example, the public, represented by the person who initially made the $1,000 deposit at the First Bank of Hollywood, holds $1,000 less in currency. However, deposits increased by $10,000. Therefore, the money supply, M1, increased by $9,000 ($10,000 – $1,000). No single bank lent out more than it had in deposits. Yet for the banking system as a whole, the money supply expanded by a multiple of the initial cash deposit. The term 1/reserve ratio in the formula is called the money multiplier. It tells us what the total increase in checking account deposits would be for any initial cash deposit. Recall the multiplier for government spending in our demand-side models: An increase in government spending led to larger increases in output through the multiplier. The government-spending multiplier arose because additional rounds of consumption spending were triggered by an initial increase in government spending. In the banking system, an initial cash deposit triggers additional rounds of deposits and lending by banks. This leads to a multiple expansion of deposits. As of 2012 in the United States, banks were required to hold 3 percent in reserves against checkable deposits between $11.5 million and $71.0 million and 10 percent on all checkable deposits exceeding $71.0 million. Because large banks would face a 10 percent reserve requirement on any new deposits, you might think, on the basis of our formula, that the money multiplier would be approximately 10. However, the money multiplier for the United States has typically been between two and three—much smaller than the value of 10 implied by our simple formula. There are two reasons for this. First, our formula assumed all loans made their way directly into checking accounts. In reality, people hold part of their loans as cash.



money multiplier The ratio of the increase in total checking account deposits to an initial cash deposit.
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That cash is not available for the banking system to lend out. The more money people hold in cash, the less they have on deposit that can be loaned out again. This decreases the money multiplier. Second, the money multiplier will also be less if banks held excess reserves. Until recently, this was not an important factor, but a recent change to pay interest on excess reserves has sharply increased their levels. We can represent these factors in a money multiplier ratio, but it will not be as simple as the one we introduced here.



How the Money



Multiplier Works in Reverse



The money-creation process also works in reverse. Suppose you go to your bank and ask for $1,000 in cash from your checking account. The bank must pay you the $1,000. The bank’s liabilities fall by $1,000, but its assets must also fall by $1,000. Withdrawing your $1,000 means two things at the bank. First, if the reserve ratio is 0.1, the bank will reduce its reserves by $100. Second, your $1,000 withdrawal minus the $100 reduction in reserves means the bank has $900 less to lend out. The bank
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THE GROWTH IN EXCESS RESERVES APPLYING THE CONCEPTS #2: Why have banks recently started to hold vast amounts of excess reserves?



During the height of the financial crisis in September 2008, the Fed injected large amounts of reserves into banks, and in the next month, it started paying interest to banks on these reserves. Prior to this time, banks earned no interest on either required or excess reserves. This created an incentive for banks to keep minimal excess reserves and lend any extra funds they had. However, once banks began to earn interest on excess reserves, they did not have to lend their funds out to earn interest. If lending opportunities very attractive, the bank could to safely funds on hand. As Figurewere 13.5not indicates, banks have responded thekeep new their incentives. Prior to the change in law, banks held few excess reserves. After the change in the law, excess reserves increased sharply and total reserves now far exceed required reserves. In the long run, the Federal Reserve will need to make sure that banks do not lend out too many reserves or the result will be higher inflation. Related to Exercises 2.2 and 2.10 . ▶



FIGURE 13.5



Required and Total Reserves of Banks Until September of 2008, banks held few excess reserves so total reserves (in red) were very close to required reserves (in purple). In response to the financial crisis of 2008, the Fed injected large amounts of reserves into the system and began paying interest on reserves in October. As a result, excess reserves rose and total reserves now exceed excess reserves.
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will therefore reduce its loans by $900. With fewer loans, there will be fewer deposits in other banks. The money multiplier working in reverse decreases the money supply. You may wonder how a bank goes about reducing its outstanding loans. If you had borrowed from a bank to invest in a project for your business, you would not want the bank phoning you to ask for its funds, which are not lying idle but are invested in your business. Banks do not typically call in outstanding loans from borrowers. Instead, if banks cannot tap into their excess reserves when their customers want to withdraw cash, they have to make fewer new loans. In these circumstances, a new potential borrower would find it harder to obtain a loan from the bank. Up to this point, our examples have always started with an initial cash deposit. However, suppose Paul receives a check from Freda and deposits it into his bank. Paul’s bank will eventually receive payment from Freda’s bank. When it does, it will initially have an increase in both deposits and reserves—just as if a cash deposit were made. Because Paul’s bank has to hold only a fraction of the deposits as reserves, it will be able to make loans with the remainder. However, there is one crucial difference between this example, in which one individual writes a check to another, and our earlier example, in which an individual makes a cash deposit: When Paul receives the check from Freda, the money supply will not be changed in the long run. Here’s why: When Freda’s check is deposited in Paul’s bank, the money supply will begin to expand, but when Freda’s bank loses its deposit, the money supply will start to contract. The expansions and contractions offset each other when private citizens and firms write checks to one another. In the next chapter, we will see how the Federal Reserve can change the money supply to stabilize the economy. In the remainder of this chapter, we’ll look at the structure of the Federal Reserve and the critical role that it plays as a central bank stabilizing the financial system.



13.3 A Banker’s Bank: The Federal Reserve The Federal Reserve System was created in 1913 after a series of financial panics in the United States. Financial panicsinstitutions. can occur when there is panics, bad news about the economy or the stability of financial During these numerous bank runs occurred, depleting the funds on hand that banks could loan out. Severe economic downturns followed. Congress created the Federal Reserve System to be a central bank , or “a banker’s bank.” One of the Fed’s primary jobs is thus to serve as a lender of last resort . When banks need to borrow money during a financial crisis, they can turn to the central bank as “a last r esort” for these funds. If a bank experien ced a run, the Federal Reserve could lend it t he funds it needed.



Functions of



the Federal



Reserve



The Federal Reserve has several key functions. Let’s briefly describe them. Working through the banking system, the Federal Reserve is responsible for supplying currency to the economy. Although currency is only one component of the money supply, if individuals prefer to hold currency rather than demand deposits, the Federal Reserve and the THE FED SUPPLIES CURRENCY TO THE ECONOMY



banking system will facilitate the public’s preferences. THE FED PROVIDES A SYSTEM OF CHECK COLLECTION AND CLEARING



The Federal Reserve is responsible for making our system of complex financial transactions “work.” This means that when Paul writes Freda a check, the Federal Reserve oversees the banks to ensure Freda’s bank receives the funds from Paul’s bank. This is known as check clearing. As our economy moves to more electronic transactions, the Federal Reserve provides oversight over these transactions as well.



central bank A banker’s bank: an official bank that controls the supply of money in a country. lender of last resort A central bank is the lender of last resort, the last place, all others having failed, from which banks in emergency situations can obtain loans.
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THE FED HOLDS RESERVES FROM BANKS AND OTHER DEPOSITORY INSTITUTIONS AND REGULATES BANKS As we have seen, banks are required



to hold reserves with the Federal Reserve System. The Federal Reserve also serves as a regulator to banks to ensure they are complying with rules and regulations. Ultimately, the Federal Reserve wants to ensure the financial system is safe. One of the important responsibilities of the Federal Reserve is to conduct monetary policy, the range of actions that influence the level of real GDP or inflation. Virtually all countries have central banks. The Indian central bank is known as the Reserve Bank of India. In the United Kingdom, the central bank is the Bank of England. Central banks serve as lenders of last resort to the banks in their countries and also help to control the level of economic activity. If the economy is operating at THE FED CONDUCTS MONETARY POLICY monetary policy The range of actions taken by the Federal Reserve to influence the level of GDP or inflation.



aofflevel that’s “too hot” or “toosee cold,” canbanks manipulate the money supply to fend economic problems. We’ll howthey central use monetary policy to influence real GDP or inflation and fend off economic problems in the next chapter.



T h e S t r uc tu r e o f th e Fe d e ra l Re s e r v e



Federal Reserve Bank One of 12 regional banks that are an official part of the Federal Reserve System.



When members of Congress created the Federal Reserve System, they were aware the institution would be very powerful. Consequently, they deliberately created a structure that attempted to disperse the power, moving it away from major U.S. financial centers (such as New York) to other parts of the country. They divided the United States into 12 Federal Reserve districts, each of which has aFederal Reserve Bank. These district banks provide advice on monetary policy, take part in decision making on monetary policy, and act as a liaison between the Fed and the banks in their districts. Figure 13.6 shows where each of the 12 Federal Reserve Banks is located. At the time the Fed was created, economic and financial power in the United States was concentrated in the East and the Midwest. Although this is no longer the case, the locations of the Federal Reserve Banks still reflect the Fed’s historical roots. Which major western city does not have a Federal Reserve Bank? It is, of course, Los Angeles.



Minneapolis



Boston



Chicago San Francisco



Kansas City



Cleveland



New York Philadelphia Richmond



St. Louis



Atlanta Dallas



Alaska Hawaii



▲



FIGURE 13.6



Locations of the 12 Federal Reserve Banks The 12 Federal Reserve Banks are scattered across the United States. These district banks serve as a liaison between the Fed and the banks in their districts. Hawaii and Alaska are in the 12th district, which is headquartered in San Francisco.



 PART 5



There are two other subgroups of the Fed in addition to the Federal Reserve Banks. The Board of Governors of the Federal Reserve is the true seat of power in the Federal Reserve System. Headquartered in Washington, D.C., the seven members of the board are appointed for 14-year terms by the president and confirmed by the Senate. The chairperson serves a 4-year term as the principal spokesperson for monetary policy in the United States. Financial markets throughout the world anticipate and carefully observe what the chairperson says. The third subgroup of the Fed is the Federal Open Market Committee (FOMC), which makes decisions about monetary policy. The FOMC is a 12-person board consisting of the 7 members of the Board of Governors, the president of the New York Federal Reserve Bank, and the presidents of four other regional Federal Reserve Banks. (The presidents of the regional banks other than New York serve on a rotating basis; the 7 nonvoting bank presidents attend the meetings and offer their
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Board of Governors of the Federal Reserve The seven-person governing body of the Federal Reserve System in Washington, D.C. Federal Open Market Committee (FOMC) The group that decides on monetary policy: It consists of the 7 members of the Board of Governors plus 5 of 12 regional bank presidents on a rotating basis.



opinions.) The chairperson of the Board of Governors also serves as the chairperson of the FOMC. The FOMC makes the actual decisions on changes in the money supply. Its members are assisted by vast teams of professionals at the Board of Governors and at the regional Federal Reserve Banks. The structure of the Federal Reserve System is depicted in Figure 13.7. ◀



Chairperson Federal Reserve Banks (12 presidents)



Board of Governors (7 members)



Federal Open Market Committee (FOMC) Board of Governors plus 5 Federal Reserve Bank presidents



Decisions about monetary policy



On paper, monetary policymaking power appears to be spread throughout the government and the country. In practice, however, the Board of Governors, and especially the chairperson, has the real control. The Board of Governors operates with considerable independence. Presidents and members of Congress can bring political pressures on the Board of Governors, but their 14-year terms tend to insulate the members from external pressures. The current chairman of the Federal Reserve is Ben S. Bernanke, who began his term on February 1, 2006.



T h e In d e p e n d e n c e o f t h e F e d e r a l R e se r v e Countries differ in the degree to which their central banks are independent of political authorities. In the United States, the chairperson of the Board of Governors is required to report to Congress on a regular basis, but in practice the Fed makes its own decisions and later informs Congress what it did. The Fed chairperson also often meets with members of the executive branch to discuss economic affairs. Following the Fed’s interventions during the financial crisis, there is increasing interest in Congress to make the Fed disclose additional information.



FIGURE 13.7



The Structure of the Federal Reserve System The Federal Reserve System in the United States consists of the Federal Reserve Banks, the Board of Governors, and the Federal Open Market Committee (FOMC). The FOMC is responsible for making monetary policy decisions.
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The central banks in both the United States and the United Kingdom currently operate with considerable independence of elected officials. In other countries, the central bank is part of the treasury department of the government and is potentially subject to more direct political control. There has been a lively debate among economists and political scientists as to whether countries with more independent central banks (banks with less external political pressure) experience less inflation. Central banks that are not independent will always be under pressure to help finance their country’s government deficits by creating money. When central banks succumb to this pressure, the result is inflation. Independence, on the other hand, typicallymeans less inflation.



What the Federal Reserve Does during a Financial



13.4 Crisis



As the lender of last resort, the Fed can quell disturbances in the financial markets. Let’s look at historical examples and the Fed’s action in 2001 and in the midst of the 2008 financial crisis.
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THE FINANCIAL SYSTEM UNDER STRESS: SEPTEMBER 11, 2001 APPLYING THE CONCEPTS #3: How did the Fed manage to keep the financial system in operation immediately following the attacks on September 11, 2001?



The Fed was tested on September 11, 2001, following the terrorist attacks against the United States. Many financial firms keep little cash on hand and expect to borrow on a daily basis to pay their ongoing bills and obligations. When the financial markets closed after September 11, many of these firms were in trouble. Unless some actions were taken quickly, they would default on their debts, leading to payment problems for other firms and further defaults. To prevent a default avalanche, the Federal Reserve immediately took a number of steps to provide additional funds to the financial system. The first tool the Federal Reserve used was to allow banks to borrow more. Ordinarily the volume of these direct loans from the Federal Reserve is not very large. On Wednesday, September 12, total lending to banks rose to $45.5 billion, up from just $99 million the week before. The Federal Reserve System also serves as a clearinghouse for checks. A bank will bring checks it receives from customers to the Federal Reserve and receive immediate credit on its accounts. The Federal Reserve then debits the account of the bank upon which the check was written. The difference between the credits and the debits extended by the Federal Reserve is called the “Federal Reserve float.” Immediately following September 11, the Federal Reserve allowed this float to increase sharply from $2.9 billion to $22.9 billion. These actions effectively put an additional $20 billion into the banking system. The Federal Reserve also purchased government securities in the marketplace and as a result put $30 billion into the hands of private citizens and their banks. It arranged to provide dollars to foreign central banks such as the Bank of England so they could meet their needs and the needs of their banks to facilitate any dollar transactions they had during the crisis. Taken together, these actions increased the credit extended by the Federal Reserve by over $90 billion. This massive response prevented a financial panic that could have had devastating effects on the world economy. Related to Exercises 4.3 and 4.7.
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COPING WITH THE FINANCIAL CHAOS CAUSED BY THE MORTGAGE CRISIS APPLYING THE CONCEPTS #4: How did the Fed successfully respond to the collapse of major financial institutions in 2008?



Sunday, March 16, 2008, was not a peaceful day for the Board of Governors. Over the prior week, one of Wall Street’s most famous investment houses, Bear Stearns, had gone into full collapse. Although Bear Stearns had roughly $17 billion in readily available assets, it appeared this was not enough to satisfy the market. Other investment firms believed Bear Stearns had made so many poor investments that it was not financially viable. They rapidly began pulling out their funds from the firm. The Fed feared that a complete collapse of Bear Stearns would devastate the financial system and cause a global panic as investors would want to pull out their funds from all financial institutions, effectively causing a “run” in the financial markets. During the week, the Fed began to search for ways to deal with this crisis. One solution was to try to convince another financial institution to take over Bear Stearns and keep the financial markets open. The problem, however, was that no one had a clear idea precisely what quality of assets Bear Stearns had on its balance sheet, and thus no firm wanted to be exposed to the risk of purchasing them. Finally, the Fed convinced the investment firm JPMorgan Chase & Co. to buy Bear Stearns—but only after the Fed agreed to loan Chase $30 billion. The Fed had successfully averted a major financial crisis but had put U.S. taxpayers at risk by lending such a large amount to a private investment house. Unfortunately, Bear Stearns was only an early symptom of a problem that increased in severity over the coming months. As we discussed in Chapter 12 , by September and October of 2008 the mortgage crisis had effectively spilled over into the world’s financial markets. Banks and other financial institutions were afraid to lend to one another because they were not sure whether or not their loans would be repaid. The world’s financial markets were freezing up, stock markets were in sharp decline, and there was growing panic. The panic was brought to a head when the Fed and Treasury decided not to arrange a bailout for Lehman Brothers, another major financial institution, as they had done for Bear Stearns. The markets worldwide reacted adversely to this decision. The Fed and Treasury quickly changed tactics, however, and authorized an $85 billion loan to the American International Group (AIG) and took an 80 percent ownership stake in the company. The Fed had thought that the failure of AIG would trigger massive failures of other institutions whose assets were insured by AIG. As the crisis continued, the Fed continued to develop new programs, such as purchasing the short-term debt of corporations—commercial paper—so that it effectively spread its lender of last resort function beyond financial institutions. It also began a program to extend loans to money market funds, some of which had come under financial pressure, and it started to make purchases of securities backed by mortgages in order to keep funds flowing to the housing sector. Finally, it began to pay interest on deposits held at the Fed, a move designed to induce banks to hold more reserves and increase the Fed’s own ability to make critical loans. Taken together, these were sweeping changes to the Fed’s role in the financial system. The Fed has now abandoned its efforts to support the commercial paper market and money market funds, but has maintained the other programs. Only time will tell whether the remaining changes, adopted during a two-month period, will become permanent tools of the Fed or will fade away when the economy eventually recovers. Related to Exercises 4.1 , 4.6, and 4.8.
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 SUMMARY We began this chapter by examining 3 Banks are required by law to hold a fraction of their deposits as the role money plays in the economy reserves, either in cash or in deposits with the Federal Reserve. and how economists define money. Total reserves consist of required reserves plus excess reserves. We then looked at the flow of money 4 If there is an increase in reserves in the banking system, the in and out of banks and saw how supply of money will expand by a multiple of the initial deposit. banks can create money with deposThis multiple is known as the money multiplier. its and loans. Finally, we examined the 5 Decisions about the supply of money are made at the Federal structure of the Federal Reserve and Open Market Committee (FOMC), which includes the 7 members the key roles that central banks can on the Board of Governors and the president of the New York play during financial crises. Here are Federal Reserve Bank, as well as 4 of the 11 other regional bank the main points you should remember from this chapter: presidents, who serve on a rotating basis. 6 In a financial crisis like those that occurred in 2001 and 2008, 1 Money consists of anything we the Fed can help stabilize the economy. Current and recent Fed regularly use to make exchanges. In modern economies, money chairmen have been powerful figures in the national economy. consists primarily of currency and deposits in checking accounts. 2 Banks are financial intermediaries that earn profits by accepting deposits and making loans. Deposits, which are liabilities of banks, are included in the money supply.
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EXERCISES 13.1



All problems are assignable in MyEconLab.



What Is Money?



1.1



Money solves the problem of double coincidence of wants that would regularly occur under a system of .



1.2



Gold is a good example of commodity money. (True/False) Deposits in checking accounts are included in the definition of money because they are a very liquid asset. (True/False) The larg est component of M2 is deposits in .



1.3



1.4
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1.5



1.6



1.7



Money market mutual funds are hard to classify in a definition of money because they are only held to facilitate transactions. (True/False) So much U.S. currency is in global circulation because it is a safe asset compared to assets denominated in foreign currency. (True/False) Debit Cards. In recent years, debit cards have become popular. Debit cards allow the holder of the card to pay a merchant for goods and services directly from a checking account. How do you think the introduction of debit cards affected the amount of currency in the economy? How about the amount of checking account deposits?



 1.8



1.9



1.10



1.11



1.12



Gift Cards. Gift cards have grown in popularity as a mechanism to give gifts. Cards are available for popular bookstores and for coffee shops. Should these gift cards be considered part of the money supply? How do they differ from traveler’s checks? Brazilian Local Money “The capavaris issued in Brazil can be viewed as a type of gift card for purchases made locally.” Explain this quote. (Related to Application 1 on page 276.) Credit Cards. Why aren’t traditional credit cards part of the money supply? Inflation and Currency Held Abroad. Suppose



inflation in the States toaffect around percent a year. How do United you think this rose would the7demand for U.S. currency by foreigners? Currency and Underground Economy. Search the Web for articles on “currency and the underground economy.” How have various authors used estimates of currency to measure the underground economy?



13.2 2.1



2.2



2.3



2.4



2.5



2.6



2.7



2.8



How Banks Create Money



Banks are required by law to keep a fraction of their deposits as . When reserves do not pay interest, banks prefer to keep reserves rather than make loans. (True/False) (Related to Application 2 on page 280.) If the reserve ratio is 0.2 and a deposit of $100 is made into a bank, the bank can lend out . If the reserve ratio is 0.2, the simplified money multiplier will be . A Bad Trade at a Bank. In 2012, the bank JPMorgan Chase lost over $2 billion in a bad trade in the market. What happened to owners’ equity after the trade? Banks versus Insurance Companies. Both insurance companies and banks are financial intermediaries. Why do macroeconomists study banks more intensively than insurance companies? Understanding M1 and M2. If you write a check from your checking account to your money market account, what happens to M1 and M2? Cash Withdrawals and Changes in the Money Supply. If a customer withdrew $2,000 in cash from a bank and the reserve ratio was 0.2, by how much could the supply of money eventually be reduced?



2.10



make loans to businesses for investment purposes. If there were no reserve requirements for banks, how do you think their reserve holdings would compare to money market mutual funds? Setting the Interest Rate on Reserves. What would be the danger if the Fed set an interest rate on reserves close to the market interest rate on loans? (Related to Application 2 on page 280.)



13.3 3.1



3.2



3.3 3.4



3.5



3.6



3.7



3.8



3.9



A Banker’s Bank: The Federal Reserve



The Federal Reserve is the “



of last



resort.” The San Francisco Federal Reserve Bank is the only one in the West because San Francisco outbid Los Angeles to be its host. (True/False) The votes on monetary policy. -year terms help ensure the political independence of the Board of Governors. The Fed provides a system of check collection and . The Treasury Secretary and the Fed. Occasionally, some economists or politicians suggest that the secretary of the Treasury become a member of the Federal Open Market Committee. How do you think this would affect the operation of the Federal Reserve? Where Should Regional Banks Be Located Today? Given the changes in the location of economic activity that have occurred since the founding of the Federal Reserve, how would the location of the regional banks change if they were allocated by economic activity? The President of the New York Federal Reserve Bank. The president of the New York Federal Reserve Bank is always a voting member of the Federal Open Market Committee. Given your understanding of the conduct of monetary policy, why is this true? Additional Congressional Oversight? A presidential candidate in 2012, Ron Paul, has strongly argued for more accountability and auditing of the Federal Reserve. What are the pros and cons of more Congressional oversight of the Fed?



13.4



What the Federal Reserve Does during a Financial Crisis



4.1



2.9



Mone y Mark et y Mutual Fund s,funds Ba nks, an d Reserves. Mone market mutual typically invest in government securities and other financial instruments that can be easily bought and sold. They are not subject to reserve requirements and, in fact, hold minimal reserves. Banks, on the other hand,



4.2



The to Federal ReserveBear arranged for during JPMorgan & Co. Stearns the Chase financial crisis in 2008. (Related to Application 4 on page 285.) The “float” in the banking system is the difference between the Federal Reserve’s and when clearing checks. 287



 4.3



4.4



4.5



Two actions the Fed took after September 11, 2001, to ensure the financial system operated smoothly were and . (Relatedto Application3 on page 284.) Required Reserves during the Great Depression. During the Great Depression, banks held excess reserves because they were concerned depositors might be more inclined to withdraw funds from their accounts. At one point, the Fed became concerned that excess reserves were too high and raised the reserve requirements for banks. a. Assuming banks were holding excess reserves for precautionary purposes, do you think they would continue to want to hold them even after reserve requirements were raised? Explain. b. What do you think happened to the money supply after the Fed raised reserve requirements? Crisis in the Short-Term Credit Market. In 1973, several major companies went bankrupt and were not going to be able to pay interest on their short-term loans. This caused a crisis in the market. There was concern that the short-term credit market would collapse, and that even healthy corporations would not be able to borrow. How do you think the Fed should have handled that situation?



4.6



4.7



4.8



The Federal Reserve Loan to JPMorgan Chase & Co. When the Federal Reserve makes a loan to a bank or financial institution, it requires the institution to specify certain assets the Federal Reserve can take possession of if the loan is not repaid. These assets are known as collateral. When the Federal Reserve made its $30 billion loan to JPMorgan, it allowed JPMorgan to use some of the assets of Bear Stearns as collateral. Why was this risky for the Federal Reserve and a good deal for JPMorgan? (Related to Application 4 on page 285.) Check Clearing and September 11. How did the Federal Reserve manipulate the check- clearing process to increase liquidity in response to the potential financial crisis following the terrorist attacks of September 11, 2001? (Related to Application 3 on page 284 .) Bailouts? Some critics of the Fed’s actions with AIG and Bear Stearns said that the government was just bailing out failing financial firms that should have been allowed to fail. It is true that owners of both firms did benefit from these actions. Nonetheless, can you defend the Fed? (Related to Application 4 on page 285 .)



ECONOMIC EXPERIMENT MONEY CREATION This experiment demonstrates the money-creation process. Students act like bankers and investors. Bankers loan money to investors, who then buy machines that produce output. The experiment is divided into several separate days. On each day, all loans are executed in the morning, all deposits happen over the lunch hour, and all machines are purchased in the afternoon. Each bank can receive only one deposit and issue only one loan. The interest rate paid to depositors and the interest rate paid by borrowers are negotiable. The experiment starts when the instructor deposits $625 from the sale of a government bond into a bank.



3. Noon: Receive a deposit (bank check deposited into a checking account). 4. Afternoon: Relax, golf.



RULES FOR BANKS The rules for banks are as follows: 1. For each $1 deposited, you must hold $0.20 in reserve. 2. If you don’t issue a loan, you can earn 3 percent by investing overseas.



INVESTOR ACTIONS



BANK ACTIONS



The sequence of possible investor actions on a given day is as follows:



The sequence of possible bank actions on a given day is as follows:



1. Early morning: Sleep in while bankers count their money.



1. Early morning: Count money. Check for excess reserves, including deposits from the previous noon. 2. Middle morning: Loan out any excess reserves in a single loan to a borrower and negotiate an interest rate for the loan. The loan is executed by writing a bank check to the borrower.



2. Middle negotiatemorning: an interestBorrow rate for money the loan.from a bank and 3. Noon: Deposit the loan at the bank of your choice and negotiate an interest rate for the deposit. 4. Afternoon: Buy machines from Machine, Inc., paying with a personal check.
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 INVESTOR PAYOFFS Each machine costs $1, generates $1.10 worth of output, and then expires. As the students play, the instructor keeps track of the model economy on a tally sheet, which shows



Money-Creation Experiment: Tally Sheet Bank Receiving Deposit



Amount Deposited



Interest Rate on Deposit



the money-creation process in action, round by round. What role do the return on overseas investment (3 percent) and the return from owning a machine ($1.10 on a $1.00 investment) play in this experiment?



Amount Loaned



Interest Rate on Loan



Amount Added to Reserves



Change in Money Supply
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 APPENDIX FORMULA FOR DEPOSIT CREATION To show how to derive the formula for deposit creation, let’s use the example in the text. We showed that with 10 percent held as reserves, a + 1,000 deposit led to total deposits of + 1,000



+ 900



+



+



+ 810



+



+ 729



+



+ 656.10



+



...



Let’s find the total sum of all these deposits. Because each bank successively had to hold 10 percent in its reserves, each successive bank received only 0.9 of the deposits of the prior bank. Therefore, we can write the total for the deposits in all the banks as + 1,000



*



11



+



0.9



+



0.92



+



0.93



+



0.94



+



... 2



We need to find the sum of the terms in parentheses. Using a formula for an infinite sum, 1



+



b



+



b2



+



b3



b4



+



0.94



+



+



...



=



...



=



1 11



-



11



-



b2



the expression becomes 1



+



0.9



+



0.92



+



0.93



+



1 0.9 2



=



10



Therefore, the total increase in deposits will be + 1,000



*



10



=



+ 10,000



To derive the general formula, note that if the reserve ratio is r, the bank will lend out (1 – r) per dollar of deposits. Following the steps we just outlined, we find the infinite sum will be 1 > 3 1 - 1 1 - r 2 4 1 > r , or 1/reserve ratio. Therefore, in general, we have the formula =



Increase in checking account balances
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=



1 initial deposit 2



*



1 reserve ratio



 The Federal Reserve and Monetary Policy



CHAPTER



14



Little did Ben S. Bernanke know when he took over the reins as chairman of the Federal Reserve on February 1, 2006, he would face a novel and complex crisisthat brought on by the fall in housing prices and its reverberations throughout the entire financial system in 2007 and 2008. Unlike his immediate predecessors, Alan Greenspan and Paul Volcker, who had gained their experience and expertise working on Wall Street and in banking, Bernanke had primarily an academic career. As a former chairman of the Economics Department at Princeton University, he was known for his scholarly work focused on the Great Depression and the role of monetary policy in promoting economic growth and controlling inflation. Although he had little direct experience in financial markets, he did have some experience in economic policy and monetary policy in Washington. Bernanke used his academic and policy experience to his advantage in meeting the challenges of the financial crisis. He convened brainstorming sessions with the president of the New York Federal Reserve Bank and leading financiers on Wall Street to further develop his own understanding of rapidly changing financial structures and the risks the mortgage crisis posed to them. As a scholar of the Great Depression, he also understood that the Federal Reserve had to take bold action to avert major crises. This background helped him to devise new and daring strategies for the Fed to deal with an unforeseen financial crisis. Later, when the economic recovery proved to be painfully slow, he used his earlier scholarship to consider other methods the Fed could use to stimulate the economy. His prior career in academia suited him well and gave him the perspective to face new and unforeseen economic events.



LEARNING



OBJECTIVE



S



•



Explain the role of demand and supply in the money market.



•



List the tools that the Fed can use to change



•



short-term interest rates. Demonstrate using supply and demand curves how the Fed can determine short-term interest rates.



•



Describe both the domestic and international channels through which monetary policy can affect real GDP.



•



Assess the challenges Fed faces in implementing monetarythe policy.



My Econ Lab My Econ Lab helps you master each objective and study more efficiently.
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i



n this chapter, we will learn why everyone is so interested in what the Federal Reserve is about to do. In the short run, when prices don’t have enough time to change and we consider them temporarily fixed, the Federal Reserve can influence interest rate levels in the economy. When the Federal Reserve lowers interest rates, investment spending and GDP increase because the cost of funds is cheaper. Conversely, when the Fed increases interest rates, investment spending and GDP decrease because the cost of funds is higher. It is this power of the Fed to affect interest rates in the short run that will influence firms’ decisions to invest. Individuals who want to invest in or purchase homes also want to know what the Fed will do about interest rates in the near future.



14.1 money market The market for money in which the amount supplied and the amount demanded meet to determine the nominal interest rate.



The Money Market



The money market is the market for money where the amount supplied and the amount demanded meet to determine the nominal interest rate. Recall that the nominal interest rate is the stated or quoted interest rate before adjusting for inflation. We begin by learning the factors that determine the public’s demand for money. Once we understand what affects the demand for money, we can see how the actions of the Federal Reserve determine the supply of money. Then we’ll see how the demand and supply of money together determine interest rates.



The Demand for Money Let’s think of money as simply one part of wealth. Suppose your total wealth is valued at $1,000. In what form will you hold your wealth? Should you put all your wealth into the stock market? Or perhaps into the bond market? Or should you hold some of your wealth in money, that is, currency and deposits in checking accounts? If you invest in assets such as stocks or bonds, you will generally earn income on them. Stocks are shares in the INTEREST RATES AFFECT MONEY DEMAND



transaction demand for money The demand for money based on the desire to facilitate transactions.



ownership of owners a corporation. There are of two of income stocks:increase dividends paid to their out of the profits thesources corporation, and from the typical in their value over time. Bonds are loans that are repaid with interest. Thus, both stocks and bonds provide returns to investors. If you hold your wealth in currency or in a checking account, however, you will receive either no interest or very low interest. And if inflation rises sharply, you might even lose money. Holding your wealth as money in currency or a checking account means you sacrifice some potential income. Money does, however, provide a valuable service. It facilitates transactions. If you go to a grocery store to purchase cereal, the store will accept currency or a check, but you won’t be able to pay for cereal with your stocks and bonds. People hold money primarily for this basic reason: Money makes it easier to conduct everyday transactions. Economists call this reason for holding money the transaction demand for money . To understand the demand for money, we rely on the principle of opportunity cost.



PRINCIPLE



OF OPPORT



UNITY C



OST



The opportunity cost of something is what you sacrifice to get it.



The opportunity cost of holding money is the return you could have earned by holding your wealth in other assets. We measure the opportunity cost of holding money by the interest rate. Suppose the interest rate available to you on a long-term bond is 6 percent per year. If you hold $100 of your wealth in the form of this bond,



 PART 5



you’ll earn $6 a year. If you hold currency instead, you’ll earn no interest. So the opportunity cost of holding $100 in currency is $6 per year, or 6 percent per year. As interest rates increase in the economy, the opportunity cost of holding money also increases. Economists have found that as the opportunity cost of holding money increases, the public demands less money. The quantity demanded of money will decrease with an increase in interest rates. In Figure 14.1, we draw a demand for money curve,Md, as a function of the interest rate. At higher interest rates, individuals will want to hold less money than they will at lower interest rates because the opportunity cost of holding money is higher. As interest rates rise from r0 to r1, the quantity of money demanded falls fromM0 to M1.



r1 s te a r t s e r e t n I



r0 Md



M1



M0 Money



FIGURE 14.1 Demand for Money ▲



As interest rates increase from r0 to r1, the quantity of money demanded falls from M0 to M1.



The demand for money also depends on two other factors. One is the overall price level in the economy. The demand for money will increase as the level of prices increases. If prices for your groceries are twice as high, you will need twice as much money to purchase them. The amount of money people typically hold during any time period will be closely related to the dollar value of the transactions they make. This is an example of the real-nominal principle in action. THE PRICE LEVEL AND GDP AFFECT MONEY DEMAND



REAL-NOMIN



AL PRINCIPLE



What matters to people is the real value of money or income—its purchasing power—not the face value of money or income.



The other factor that influences the demand for money is the level of real GDP or real income. It seems obvious that as income increases, individuals and businesses will make more purchases. Similarly, as real GDP increases, individuals and businesses will make more transactions. To facilitate these transactions, they will want to hold more money.
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Figure 14.2 shows how changes in prices and GDP affect the demand for money. Panel A shows how the demand for money shifts to the right as the price level increases. At any interest rate, people will want to hold more money as prices increase. Panel B shows how the demand for money shifts to the right as real GDP increases. At any interest rate, people will want to hold more money as real GDP increases. These graphs both show the same result. An increase in prices or an increase in real GDP will increase money demand.



As prices increase



s e t a r t s e r te n I



As real GDP increases
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(A) As prices increase, the demand for money shifts to the right.



(B) As real GDP increases, the demand for money shifts to the right.



▲



FIGURE 14.2 Shifting the Demand for Money Changes in prices and real GDP shift the demand for money.



ap pl ica
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BEYOND PURCHASING TREASURY SECURITIES APPLYING THE CONCEPTS #1: How has the Fed recently expanded its role in financial markets?



Traditionally, to conduct monetary policy and to expand the money supply, the Fed purchased—either outright or on a temporary basis—Treasury securities. When it purchased these securities for the public, it credited the reserve accounts in banks and the amount of these reserves in banks would, in part, determine the amount of money and credit in the economy. The Fed did not intervene directly in particular security or credit markets, instead leaving those decisions to be made by the private market. After the financial crisis of 2008, the Fed sharply changed its policies. It greatly expanded its involvement in the economy both in size and scope. The first way to see this is to note that the Fed’s total assets increased during 2008 from less than $1 trillion to over $2 trillion. The second way is to note the change in composition of its assets. Prior to the financial crisis, the Fed primarily held Treasury securities as its assets. By 2010 the Fed held over $1 trillion in mortgage-backed securities. During the financial crisis, the Fed designed a wide variety of new programs to channel funds to particular credit markets. The Fed’s support of the mortgage market and other specific credit markets was designed to make these markets work more smoothly and prevent disruptions during the crisis. Critics of the Fed’s policies suggest that through its support of specific markets, the Fed crossed a political threshold that may pose risks to its long-term independence. During 2009 the Fed did wind down its investments in many specific markets, but increased the size of its mortgage-backed securities. Through these financial holdings, the Fed is still playing a direct role in the housing market. Related to Exercise 2.7 .
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Traditionally, economists have identified other motives besides transactions for individuals or firms to hold money. If you hold your wealth in the form of property, such as a house or a boat, it is costly to sell it on short notice if you need to obtain funds. These forms of wealth are illiquid , meaning that they are not easily transferable into money. If you hold your wealth in currency or checking accounts, you do not have this problem. Economists recognize that people have a liquidity demand for money; they want to hold money so they can make transactions on quick notice. During periods of economic volatility, investors might not want to hold stocks and bonds because their prices might fall. Instead, they might convert them into holdings that fall into the M2 category, such as savings accounts and money market funds. These investments earn lower interest rates on average, but are less risky than stocks and bonds, whose prices can fluctuate. This demand for safer assets is called the
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OTHER COMPONENTS OF MONEY DEMAND



speculative demand for money . For example, after the stock market began to fall in 2000, individuals became very uncertain about the future and shifted their funds from the stock market to money market mutual funds. This shift of assets from stocks to money temporarily increased M2. When the market started to recover, some investors shifted funds back into the stock market. In summary, individuals hold money for three motives: to facilitate transactions, to provide liquidity, and to reduce risk. The amount of money they want to hold will depend on interest rates, the level of real GDP, and the price level.



14.2



illiquid Not easily transferable to money. liquidity demand for money The demand for money that represents the needs and desires individuals and firms have to make transactions on short notice without incurring excessive costs.



speculative demand for money The demand for money that arises because holding money over short periods is less risky than holding stocks or bonds.



How the Federal Reserve Can Change the Money Supply



As we discussed in the last chapter, the banking system as a whole can expand the money supply only if new reserves come into the system. As we saw, when private citizens and firms write checks to one another, there will be no net change in the supply of money. Because the total amount of reserves in the system is unchanged, the money supply cannot expand. There is one organization, however, that has the power to change the total amount of reserves in the banking system: the Federal Reserve.



Open Market



Operations



The Fed can increase or decrease the total amount of reserves in the banking system through open market operations, which are the purchase or sale of U.S. government securities by the Fed. There are two types of open market operations: • In open market purchases, the Fed buys government bonds from the private sector. • In open market sales, the Fed sells government bonds to the private sector. To understand how the Fed can increase the supply of money, let’s trace what happens after an open market purchase. Suppose the Federal Reserve purchases $1 million worth of government bonds currently owned by the private sector. The Fed writes a check for $1 million and presents it to the party who sold the bonds. The Federal Reserve now owns those bonds. The party who sold the bonds then deposits the $1 million in its bank. Here is the key to how the supply of money increases when the Fed purchases government bonds: As we explained in the last chapter, each bank must keep an account with the Fed containing both its required and excess reserves. The check written against the Federal Reserve increases the bank’s total reserves, essentially giving it more money to loan out. In this case, the bank’s account balance increases by $1 million. If the reserve requirement is 10 percent, the bank must keep $100,000 in reserves, but it can now loan out $900,000 from its excess reserves. Basically, when



open market operations The purchase or sale of U.S. government securities by the Fed. open market purchases The Fed’s purchase of government bonds from the private sector. open market sales The Fed’s sale of government bonds to the private sector.
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the Fed buys bonds, the proceeds go out into the economy. Open market purchases of bonds therefore increase the money supply. The Federal Reserve has powers that ordinary citizens and even banks do not have. The Fed can write checks against itself to purchase government bonds without having any explicit “funds” in its account for the purchase. Banks accept these checks because they count as part of their total reserves. As you might expect, open market sales will, conversely, decrease the supply of money. Suppose the Federal Reserve sells $1 million worth of government bonds to a Wall Street firm. The firm will pay for the bonds with a check for $1 million drawn on its bank and give this check to the Federal Reserve. The bank must either hand over $1 million in cash or, more likely, reduce its total reserves with the Federal Reserve by $1 million. When the Fed sells bonds, it is basically taking the money exchanged for them out of the hands of the public. Open market sales therefore decrease the money freely available in the economy. In summary, if the Federal Reserve wishes to increase the mone y supply to stimulate the economy (perhaps it is operating too sluggishly), it buys governmen t bonds from the private sector in open market purchases. If the Fed wishes to decrease the money supply to slow the economy down (perhaps it is growing too quickly and inflation is occurring), it sells government bonds to the private sector in open market sales.



Other Tools



of the Fed



Open market operations are by far the most important way in which the Federal Reserve changes the supply of money. There are three other ways in which the Fed can change the supply of money, which we’ll discuss next. Another way the Fed can change the money supply is by changing the reserve requirements for banks. If the Fed wishes to increase the supply of money, it can reduce banks’ reserve requirements so they have more money to loan out. This would expand the money supply. To decrease the supply of money, the Federal Reserve can raise reserve requirements. CHANGING RESERVE REQUIREMENTS



reserve requirements is a banking powerfulsystem. tool, butSuppose the Federal Reserve doesn’t use itChanging very often, because it disrupts the a bank is required to hold exactly 10 percent of its deposits as reserves and has loaned the other 90 percent out. If the Federal Reserve suddenly increases its reserve requirement to 20 percent, the bank would be forced to call in or cancel many of its loans. Its customers would not like this! Today, the Fed doesn’t make sharp changes in reserve requirements. It did in the past, including during the Great Depression, because it mistakenly believed that the banks were holding too much in excess reserves. Banks, however, were holding additional reserves because they wanted to protect themselves from bank runs. As a result, after the increase in required reserves, banks increased their reserves even more, further reducing the supply of money to the economy. Another way the Fed can change the money supply is by changing the discount rate. The discount rate is the interest rate at which banks can borrow directly from the Fed. Suppose a major customer asks for a large loan from a bank that has no excess reserves. Unless the bank can find an additional source of funds, it will not be able to make the loan. Banks are reluctant to turn away major customers. They first try to borrow reserves from other banks through the CHANGING THE DISCOUNT RATE discount rate The interest rate at which banks can borrow from the Fed.



federal funds market The market in which banks borrow and lend reserves to and from one another. federal funds rate The interest rate on reserves that banks lend each other.



federal fundsIfmarket , a marketthe in which and lend from one another. the rate—called federalbanks fundsborrow rate—seems tooreserves high toto theand bank, it could borrow directly from the Federal Reserve at the discount rate. By changing the discount rate, the Federal Reserve can influence the amount of borrowing by banks. If the Fed raises the discount rate, banks will be discouraged from borrowing reserves because it has become more costly. Lowering the discount rate will induce banks to borrow additional reserves. Recently, the Fed has developed new methods to allow banks and other institutions to borrow from it.
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DID FED POLICY CAUSE THE COMMODITY BOOM? APPLYING THE CONCEPTS #2: What is the link between a dollar depreciation and increases in commodity prices?



Starting in the summer of 2010, there was a rise in prices of commodities such as oil and food worldwide. These increases in prices helped some economies—producers of these commodities—but hurt others. Some economists suggested that monetary policy in the United States was the cause of the worldwide commodity boom. They noticed that commodity prices rose when the U.S. dollar depreciated. And they noticed that the U.S. dollar fell largely because monetary policy in the U.S. had driven interest rates down very low because the Fed was using quantitative easing to further stimulate the economy. Federal Reserve officials did not believe that their actions were causing the worldwide increase in commodity prices. Vice-Chair of the Board of Governors, Janet L. Yellen, gave her own perspective in a speech in April 2011 to the Economic Club of New York. She noted that the sharp rise in commodity prices was many times larger than the dollar depreciation. Moreover, she pointed to increases in worldwide demand and shortages of supply that were the primary cause of these price increases. The Fed’s action played a very minor role, if any, in causing the price increases. Yellin did note that when the U.S. lowered interest rates, other countries also followed for fear that too much capital would flow into their countries if their interest rates were higher than those in the U.S. Although the Fed might not be directly responsible, the combination of low interest rates worldwide could potentially have led to the commodity price increases. Related to Exercise 4.7 . SOURCE:Janet L. Yellen,“Commodity Prices, the EconomicOutlook, and MonetaryPolicy,” speech delivered at theEconomic Club of New York, April 11, 2011, availablehttp://www. at: federalreserve.gov/newsevents/speech/yellen20110411a.htm



A third way the Fed can change the money supply is by buying or selling long-term Treasury bonds, for example, bonds with maturities of ten years. Purchasing long-term securities is commonly called quantitative easing . Traditionally, the Fed conducted its open market operations by buying or selling short term Treasury bills, with maturities less than three months. By buying or selling short term Treasury bills, the Fed could effectively control short-term interest rates and avoid disruptions to the bond market. However, sometimes the Fed will want to affect long-term interest rates directly. By engaging in a policy of quantitative easing, the Fed can potentially lower long-term interest rates directly at the same time it injects more money in the economy. The Fed began engaging in these policies in 2010 to stimulate the economy and promote a faster recovery. QUANTITATIVE EASING



14.3



How Interest Rates Are Determined: Combining the Demand and Supply of Money



Combining the demand for money, determined by the public, with the supply of money, determined by the Fed, we can see how interest rates are determined in the short run in a demand-and-supply model of the money market. Figure 14.3 depicts a model of the money market. The supply of money is determined by the Federal Reserve, and we assume for simplicity that it is independent of interest rates. We represent this independence by a vertical supply curve for money,



297



 298



CHAPTER 14 • THE



FEDERAL RESERVE AND MONETARY POLICY



Ms. In the same graph, we draw the demand for moneyMd. Market equilibrium occurs where the demand for money equals the supply of money, at an interest rate of r*. Ms
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FIGURE 14.3 Equilibrium in the Money Market Equilibrium in the money market occurs at an interest rate ofr*, at which the quantity of money demanded equals the quantity of money supplied.



At this equilibrium interest rate r*, the quantity of money demanded by the private sector equals the quantity of money supplied by the Federal Reserve. What happens if the interest rate is higher than r*? At a higher interest rate, the quantity of money demanded will be less than the fixed quantity supplied, so there will be an excess supply of money. In other markets, excess supplies cause the price to fall. The same result happens here. The “price of money” in the market for money is the interest rate. If the interest rate were below r*, the demand for money would exceed the fixed supply: There would be an excess demand for money. As in other markets when there are excess demands, the price rises. Here, the price of money or the interest rate would rise until it reached r*. As you can see, money-market equilibrium follows the same logic as any other economic equilibrium. We can use this simple model of the money market to understand the power of the Federal Reserve. Suppose the Federal Reserve increases the money supply through an open market purchase of bonds. In Panel A of Figure 14.4 , an increase s
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Money (A) An open market purchase shifts the supply of money to the right and leads to lower interest rates. FIGURE 14.4 Federal Reserve and Interest Rates ▲



Changes in the supply of money will change interest rates.



Md



Money (B) An open market sale shifts the supply of money to the left and leads to higher interest rates.
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in the supply of money shifts the money supply curve to the right, leading to lower interest rates. A decrease in the money supply through the Fed’s open market sale of bonds, as depicted in Panel B of Figure 14.4, decreases the supply of money, shifting the money supply curve to the left and increasing interest rates. We can also think of the process from the perspective of banks. Recall our discussion of money creation through the banking system. After the Fed’s open market purchase of bonds, some of the money the Fed paid for the bonds gets deposited into banks. Banks will want to make loans to consumers and businesses with that money, because holding it in their reserves with the Fed earns them no interest. To entice people to borrow, banks will lower the interest rates they charge on their loans. After an open market purchase of bonds by the Fed, interest rates will fall throughout the entire economy. Now we understand why businesspeople and politicians all want to know what the Federal Reserve is likely to do in the near future. The Fed exerts direct control over interest rates in the short run. If the Fed decides interest rates should be lower, it buys bonds in the open market to increase the supply of money. If the Fed wants higher interest rates, it sells bonds in the open market to decrease the money supply.



Interest Rates



and Bond



Prices



Sometimes you see in the financial section of the newspaper a statement like, “Today, interest rates rose as bond prices fell.” You may wonder whether these two actions are connected. Indeed they are. When the Fed raises interest rates, bond prices fall. To see why, recall that bonds represent a promise to pay money in the future. If you own a bond, you are entitled to receive payments on it at a later time. But why do the prices of bonds move in the opposite direction of interest rates? Because a bond payment occurs in the future, we need to use the concept of present value from Chapter 12 to determine the value of this payment today. The price of a bond is simply the present value of its future payments. Consider a bond that makes a payment one period in the future. The price of the bond—the present value of the payment—is equal to price of bond



=



promised payment (1 + interest rate)



That is, the price of a bond is the payment promised, divided by one plus the interest rate. Suppose the promised payment next year is $106 and the interest rate is 6 percent per year. The price of the bond will be price of bond



=



+ 106



1.06



=



+ 100



In this case, the bond would cost $100 if it were issued today. But what happens if interest rates in the economy change later? What if rates rise higher than 6 percent or fall lower than 6 percent? What will the bond you are holding be worth then, if you decided, for example, you needed the money and had to sell it to someone else? This is an important question because most of the bonds for sale on the market are not newly issued bonds—they are bonds that have already been issued with specific promised payments that people are buying and selling from one another. Let’s consider two examples: • Suppose the promised payment is still $106, but the interest rate falls from 6 to 4 percent per year. Using the formula, the price of the bond will rise to
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$106/1.04, or $101.92—$1.92 more than it was with an interest rate of 6 percent. The price of the bond rose because, at the lower interest rate of 4 percent, a buyer will need more money—$101.92 versus $100—to get the same $106 the bond will pay next year. In other words, at a lower interest rate the value today of a future payment (its present value) is higher. • Now suppose interest rates rise from 6 to 8 percent per year. In this case, the price you could sell your bond for will fall to $106/1.08, or $98.15. The reason the price falls is that a buyer would need only $98.15 to get the $106 next year. As interest rates rose, the price of the bond fell. In other words, at a higher interest rate, the value today of a future payment (its present value) is lower. In financial markets, many types of complex bonds pay different sums of moneyoratsimple, different times in However, all future. bonds, The no matter how complex promise to the pay future. some money in the same logic that applies to simple one-period bonds, like the one just described, applies to more complex bonds. As interest rates rise, investors need less money to meet the promised payments in the future, so the price of all these bonds falls. As interest rates fall, investors need more money to meet the promised payments. Therefore, as the Fed changes interest rates, bond prices will move in the opposite direction of interest rates. HOW OPEN MARKET OPERATIONS DIRECTLY AFFECT BOND PRICES



There is another way to understand why when bond prices change in one direction, interest rates will change in the opposite direction. We know that when the Federal Reserve buys bonds in the open market, int erest rates fall. But think about what the Federal Reserve is doing when it conducts the open-market purchase. The Federal Reserve is buying bonds from the public. As the Fed buys bonds, it increases the demand for bonds and raises their price. This is another reason bond prices rise as interest rates fall. Similarly, interest rates rise following an open market sale of bonds by the Fed. When theinFed an open-market it issupply sellingof bonds, increasing of bonds theconducts market. With an increasesale, in the bonds, the pricethe of supply bonds will fall. Because the Federal Reserve can change interest rates with open market purchases and sales and thereby affect the price of bonds, you can now see why Wall Street firms typically hire Fed watchers (often former officials of the Federal Reserve) to try to predict what the Fed will do. If a Wall Street firm correctly predicts the Fed will surprise the market and lower interest rates, the firm could buy millions of dollars of bonds for itself or its clients prior to the Fed’s announcement and make vast profits as the prices of the bonds inevitably rise. You may have heard on television or read in the newspaper that prices in the bond market often fall in the face of good economic news, such as an increase in real output. Are the markets perverse? Why is good news for the economy bad news for the bond market? We can understand the behavior of the bond market by thinking about the demand for money. When real GDP increases, the demand for money will increase. As the demand for money increases, the money demand curve will shift to the right. From our model of the money market, we know that increased money demand will increase interest rates. Bond prices move in the opposite direction from interest rates. Therefore, good news for the economy is bad for the bond market. GOOD NEWS FOR THE ECONOMY IS BAD NEWS FOR BOND PRICES
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THE EFFECTIVENESS OF COMMITTEES APPLYING THE CONCEPTS #3: Is it better for decisions about monetary policy to be made by a single individual or by a committee?



When Professor Alan Blinder returned to teaching after serving as vice-chairman of the Federal Reserve from 1994 to 1996, he was convinced that committees were not effective for making decisions about monetary policy. With another researcher, Blinder developed an experiment to determine whether individuals or groups make better decisions. The experiment Blinder and his colleague developed was designed to explore how quickly individuals and groups could distinguish between changes in underlying trends and random events. For example, if unemployment were to rise in one month, it could be a temporary aberration or it could be the beginning of a recession. Changing monetary policy would be a mistake if the rise were temporary, but waiting too long to change policy would be costly if the change were permanent. Who is better at making these sorts of determinations? The results of the experiment showed that committees make decisions as quickly as, and more accurately than, individuals making decisions by themselves. Moreover, it was not the performance of the individual committee members that contributed to the superiority of committee decisions—the actual process of having meetings and discussions appears to have improved the group’s overall performance. In later research, Blinder also found that it did not really matter whether the committee had a strong leader. His findings suggest it is the wisdom of the group, not its leader, that really matters. Also, to the extent the leader has too much power—and the committee functions more like an individual than a group—monetary policy will actually be worse! Related to Exercise 5.9 . SOURCES: Based on Alan Krueger, “Economic Scene: A Study Shows Committees Can Be Mo re Than the Sum of Their Members,” New York Times, December 7, 2000, and Alan Blinder and John Morgan, “Leadership in Groups: A Monetary Experiment,” (working paper n o. 13391, National Bureau of Econo mic Research, September 2007).



14.4



Interest Rates and How They Change Investment and Output (GDP)



Higher or lower interest rates are just a means to an end, though, for the Fed. The Fed’s ultimate goal is to change output—either to slow or speed the economy by influencing aggregate demand. To show how the Fed affects the interest rate, which in turn affects investment (a component of GDP), and finally GDP itself, we combine our demand and supply for money with the curve that shows how investment spending is related to interest rates. This appears in Figure 14.5. Panel A in Figure 14.5 shows how interest rates are determined by the demand and supply for money. It is identical to Figure 14.3 on page 303, which we studied earlier. The graph shows us the equilibrium interest rate for money. Now let’s move to Panel B in Figure 14.5. We can see that at the equilibrium interest rate r* the level of investment in the economy will be given by I*. We should note that consumption as well as investment can depend on interest rates. That is, spending on consumer durables, such as automobiles and refrigerators, will also depend negatively on the rate of interest. Consumer durables are really
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FIGURE 14.5 The Money Market and Investment Spending The equilibrium interest rate r* is determined in the money market. At that interest rate, investment spending is given by I*.



investment goods for the household: If you buy an automobile, you incur the cost today and receive benefits, such as the ability to use the car, in the future. As interest rates rise, the opportunity costs of investing in an automobile will rise. Consumers will respond to the increase in opportunity cost by purchasing fewer cars. In this chapter, we discuss how changes in interest rates affect investment, but keep in mind that the purchases of consumer durables are affected too. In Figure 14.6, we show the effects of an increase in the money supply using our money market and investment graphs. As the supply of money increases, interest rates fall from r0 to r1. With lower interest rates, investment spending will increase from I0 to I1. This increase in investment spending will then increase aggregate demand—the total demand for goods and services in the economy—and shift the aggregate demand curve to the right.
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FIGURE 14.6 Monetary Policy and Interest Rates ▲



As the money supply increases, interest rates fall fromr0 to r1. Investment spending increases from I0 to I1.
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We show the shift of the aggregate demand curve in Figure 14.7. With the increase in aggregate demand, both output (y) and the price level ( P) in the economy as a whole will increase in the short run. Thus, by reducing interest rates, the Fed affects output and prices in the economy.
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FIGURE 14.7 Money Supply and Aggregate Demand When the money supply is increased, investment spending increases, shifting theAD curve to the right. Output increases and prices increase in the short run.



In summary, when the Fed increases the money supply, it leads to lower interest rates and increased investment spending. In turn, a higher level of investment spending will ultimately lead to a higher level of GDP. open
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The Fed can also use its influence to increase interest rates, which will have the exact opposite effect. Investment spending will fall, along with aggregate demand. The aggregate demand curve will shift to the left, and the price level and output in the economy will fall, too. We can again represent this entire sequence of events: open market bond sale
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International Trade



We have been discussing monetary policy without taking into account international trade or international movements of financial funds across countries. Once we bring in these considerations, we will see that monetary policy operates through an additional route. Suppose the Federal Reserve lowers U.S. interest rates throug h an open- market purchase of bonds. As a result, investors in the United States will be earning lower interest rates and will seek to invest some of their funds abroad. To invest abroad,
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exchange rate The price at which currencies trade for one another in the market. depreciation of a currency A decrease in the value of a currency.



they will need to sell their U.S. dollars and buy the foreign currency of the country where they intend to invest. This will affect the exchange rate —the rate at which one currency trades for another currency in the market. As more investors sell their dollars to buy foreign currency, the exchange rate will fall. A fall in the exchange rate or a decrease in the value of a currency is called depreciation of a currency . Lower U.S. interest rates brought on by the Fed will cause the dollar to depreciate. This will ultimately change the demand and supply of goods and services around the globe because it will make U.S. goods cheaper than foreign goods. Let’s see why. In this case, the lower value of the dollar will mean that U.S. goods become relatively cheaper on world markets. Suppose the exchange rate is two Swiss francs to the dollar, meaning you will receive two Swiss francs for every dollar you exchange. If a U.S. machine sells for $100,000, it will cost 200,000 Swiss francs. Now suppose the value of the dollar depreciates so that one dollar now buys only one Swiss franc. The same U.S. machine will now cost Swiss residents half of what they used to pay for it—just 100,000 francs instead of 200,000. In other words, the lower value of the dollar makes U.S. goods cheaper for foreigners. As a result, foreign residents will want to buy more U.S. goods, and U.S. companies will want to export more goods to meet the higher foreign demand. That’s the good news about the lower value of the U.S. dollar. The bad news is that the lower value of the dollar will make it more expensive for U.S. residents to buy foreign goods. If the exchange rate were still two Swiss francs to the dollar as it srcinally was at the outset of our example, Swiss chemicals with a price tag of 60,000 francs would cost a U.S. resident $30,000. If the exchange rate of the dollar depreciates to one franc per dollar, however, the same chemicals will cost twice as much—$60,000. As the dollar depreciates, imports become more expensive, and U.S. residents tend to import fewer of them. Let’s recap this: As the exchange rate for the U.S. dollar falls, U.S. goods become cheaper and foreign goods become more expensive. The United States then exports more goods and imports fewer goods. Net exports increase, in other words. This increase in net exports increases the demand for U.S. goods and increases GDP. Remember that this all began with an open market purchase of bonds by the Fed that increased the money supply. Here is the sequence of events: open market bond purchase
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The three new links in the sequence are from interest rates to exchange rates, from exchange rates to net exports, and from net exports to GDP. This sequence also works in reverse. If the Fed conducts an open market sale of bonds, U.S. interest rates rise. As a result, foreign investors earning lower interest rates elsewhere will want to move their money to the United States where they can earn a higher return. As they buy more U.S. dollars, the exchange rate for the dollar will increase, and the dollar will increase in value. An increase in the value of a currency is called appreciation of a currency . The appreciation of the dollar will make U.S. goods more expensive for foreigners and imports cheaper for U.S. residents. Suppose the U.S. dollar appreciates, and each dollar can now be exchanged for three Swiss francs instead of two. The same machine the Swiss had to pay 200,000 francs for when the exchange rate was one dollar to two francs now costs 300,000 francs. The Swiss chemicals U.S. residents bought for $30,000 will now cost them less—just $20,000. When U.S. interest rates rise as a result of an open market sale by the Fed, we expect exports to decrease and imports to increase, decreasing net exports. The
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decrease in net exports will reduce the demand for U.S. goods and lead to a fall in output. Here is the sequence of events: open market bond sale
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To summarize, an increase in interest rat es wil l reduce both invest ment spending (including consumer durables) and net exports. A decrease in interest rates will increase investment spending and net exports. As you can see, monetary policy in an open economy is even more powerful than monetary policy used in a closed economy. The Fed and other central banks aretrade. well aware of the they have to influence exchange rates and international Countries thatpower depend extensively on international trade—such as Canada and Switzerland—find that the effects of monetary policy on exchange rates are critical to their economic well-being.



14.5



Monetary Policy Challenges for the Fed



Now that we have seen how changes in the money supply affect aggregate demand, we can see that the government has two different types of tools to change the level of GDP in the short run: The government can use either fiscal policy—changes in the level of taxes or government spending—or monetary policy—changes in the supply of money and interest rates—to alter the level of GDP. If the current level of GDP is below full employment or potential output, the government can use expansionary policies such as tax cuts, increased spending, or increases in the money supply to raise the level of GDP and reduce unemployment. If the current level of GDP exceeds full employment or potential output, the economy will overheat, and the rate of inflation will increase. To avoid this overheating, the government can use contractionary policies to reduce the level of GDP back to full employment or potential output. Earlier, we explored some of the limitations of stabilization policy. We saw that fiscal policy is subject to lags and fraught with complications because political parties have different ideas about what the government should or should not do, and it takes them time to reach agreement. Monetary policy also has its complications.



Lags in Monetary Policy Recall that there are two types of lags in policy. Inside lags are the time it takes for policymakers to recognize and implement policy changes. Outside lags are the time it takes for policy to actually work. The inside lags for monetary policy are relatively short compared to those for fiscal policy. The FOMC meets eight times a year and can decide on major policy changes at any time and very quickly. It can even give the chairperson of the Board of Governors some discretion to make changes between meetings. Of course, it does take time for the people working at the Fed to recognize that problems are beginning to occur in the economy. A good example is the 1990 recession. In 1990, Iraq invaded Kuwait. After the invasion, there was some concern that higher oil prices and the uncertainty of the political situation in Kuwait would trigger a recession in the United States, which, of course, is heavily dependent on oil. However, Alan Greenspan, then chairman of the Federal Reserve, testified before Congress as late as October 1990 that the economy had not yet slipped into a recession. Not until December did Greenspan declare that the economy had entered into a recession. Yet, looking back, we now know the recession had actually started five months earlier, in July.
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The outside lags related to monetary policy, however, are quite long. Most econometric models predict it will take at least two years for most of the effects of an interest rate cut to be felt. This delay means that for the Fed to conduct successful monetary policy, it must be able to accurately forecast two years in the future! However, the Fed has difficulty predicting when recessions are about to occur. As an example, in May 2000 the Fed—fearing a rise in inflation—raised the federal funds rate from 6.00 to 6.50 percent. Yet, on January 3, 2001, the Fed reversed itself and restored the rate to 6.00 percent, because it feared a recession. It was too little—and too late—to prevent the 2001 recession. And the Fed also failed to predict our latest severe recession and did not believe the problems in the housing market would spill over to the financial sector. Because of the lags for monetary policy and the difficulties of forecasting the economy, many economists believe the Fed should not take a very active role in trying to stabilize the economy. Instead, they recommend the Fed concentrate on keeping the inflation rate low and stable. Decisions about monetary policy are made by a committee. How does this affect the effectiveness of monetary policy?



Influencing Market Expectations: From the Federal Rate to Interest Rates on Long-Term Bonds



Funds



It is important to recognize that through its traditional open-market policies, the Fed directly controls only very short-term interest rates in the economy, not long-term interest rates. In fact, when the Fed makes its decisions on monetary policy, it really decides what the rate should be in the federal funds market—the market in which banks trade reserves overnight . Once the Fed decides what rate it wants in the market, it conducts open market operations—buying and selling shortterm government bonds—to achieve this rate. Thus, when the Federal Reserve decides the course of monetary policy, it is really just setting a very short-term interest rate for the economy. However, when a firm is deciding on a long-term investment or a household is deciding whether to purchase a new home, it will base its decisions on the interest rate at which it can borrow money, and this will typically be a long-term interest rate—not a short-term rate. For example, a household might take out a 30-year mortgage to purchase a home. If the rate is too high, it might not take out the loan. So for the Fed to control investment spending it must also somehow influence long-term rates. It can do this indirectly by influencing short-term rates. Here’s how. Long-term interest rates can be thought of as averages of current and expected future short-term interest rates. To see why future short-term interest rates are important, consider putting $100 of your money in the bank for two years. If the interest rate is 5 percent for the first year, you would have $105 at the end of that year. If the interest rate for the following year were 10 percent, you would then have $115.50 ($105 × 1.10) at the end of the second year. Both the current short-term interest rate (5 percent) and next year’s short-term interest rate (10 percent) would determine the value of your bank account. Similarly, both the current short-term interest rate and future short-term rates determine the present value of payments in the future on a bond or loan. Long-term interest rates are an average of the current short-term interest rate and expected future short-term rates. The Fed can direct ly control the federal funds rat e and oth er short-te rm interest rates. Its actions also provide information to the market about the likely course for future short-term rates. If the Fed wishes to stimulate long-term investment by cutting the short-term interest rate, it must also convince the public that it will keep future short-term rates low as well in order to reduce long-term interest rates. Influencing expectations of the financial markets is an important part of the Fed’s job.



 The Fed does try to commun ica te its general int entio ns for fut ure policy actions to the public to help make those policies more effective. However, the public ultimately must form its own expectations of what the Fed is going to do. Coping with financial market expectations complicates the Fed’s task in developing monetary policy. The Fed itself has debated how best to communicate with the financial markets. To further complicate matters, the Fed can also monitor the public’s expectations of its future policies in the financial markets. There are now “futures” markets for the federal funds rates in which market participants essentially place bets on future federal funds rates. Thus, before the Fed takes any actions on interest rates or even makes any statements about its future intentions, it can see what the market is thinking. The Fed has to decide whether to take actions consistent with market expectations of Fed actions or to surprise the market in some way. In recent years, the Fed has taken several steps to better control expectations about long-term interest rates. The first step was to purchase and sell long-term bonds directly, the policy known as quantitative easing. By intervening directly in the long-term bond market, the Fed hoped to gain more control over long-term interest rates. The other step the Fed has taken was to ask the members of the FOMC for their predictions of short-term interest rates in the future and to make those public. While the members can always vote different interest rates in the future, making their predictions public at least lets the markets know what the current members of the FOMC believe will be the future course of monetary policy.



SUMMARY This chapter showed how monetary policy affects aggregate demand and the economy in the short run. Together, the demand for money by the public and the supply of money determined by the Federal Reserve determine interest rates. Changes in interest rates will in tur n affect investment and output. In the international economy, interest rates also affect exchange rates and net exports. Still, there are limits to what effective monetary policies can do. Here are the main points of the chapter: 1 The demand for money depends negatively on the interest rate and positively on the level of prices and real GDP. 2 The Fed can determine the supply of money through open-market purchases and sales, changing reserve requirements, changing



the discount rate, or increasing lending to banks and other institutions. Open-market operations are the primary tool the Fed uses to implement monetary policy. 3 The level of interest rates is determined in the money market by the demand for money and the supply of money. 4 To increase the level of GDP, the Federal Reserve buys bonds on the open market. To decrease the level of GDP, the Federal Reserve sells bonds on the open market. 5 An increase in the money supply will decrease interest rates, increase investment spending, and increase output. A decrease in the money supply will increase interest rates, decrease investment spending, and decrease output. 6 In an open economy, a decrease in interest rates will depreciate the local currency and lead to an increase in net exports. Conversely, an increase in interest rates will appreciate the local currency and lead to a decrease in net exports. 7 Both lags in economic policies and the need to influence market expectations make successful monetary policy difficult in practice.
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All problems are assignable in MyEconLab.



The Money Market



We measure the opportunity cost of holding money with . Money demand will (increase/decrease) as prices rise. The pri nciple of sug ges ts tha t the demand for money should increase as prices increase. The demand for money arises because individuals and businesses use money in ordinary business. Checking Account Interest Rates. During the 1980s, banks started to pay interest (at low rates) on checking accounts for the first time. Given what you know about opportunity costs, how would interest paid on checking affect the demand for money? Pegging Interest Rates. Suppose the Federal Reserve wanted to fix, or “peg,” the level of interest rates at 6 percent per year. Using a simple demand-and-supply graph, show how increases in money demand would change the supply of money if the Federal Reserve pursued the policy of this fixed interest rate. Use your answer to explain this statement: “If the Federal Reserve pegs interest rates, it loses control of the money supply.” An ATM Nex t to Your Apart ment Bui lding. Suppose an ATM connected to your own bank is installed right next to your apartment building. a. How will this affect the average amount of currency you carry around with you? b. If you withdraw funds youraction ATM have only from your checking account, willatyour any effect on total money demand? Flea Markets and the Demand for Money. People often like to visit flea markets to look for unexpected opportunities. Flea markets also typically use cash.



Explain why this is an example of the liquidity demand for money.
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How the Federal Reserve Can Change the Money Supply



To increase the supply of money, the Fed should bonds. Increasing reserve requirements the supply of money. Banks trade reserves with one another in the market. Banks borrow from the Fed at the rate. Purchasing Long-Term Government Bonds. What would happen to the supply of money if a central bank purchased long-term government bonds held by the public? China’s Increase in Reserve Requirements. The Chinese government purchased U.S. dollars in the foreign exchange market with Chinese currency. During the same period, the Chinese sharply raised the reserve requirement on banks because they wanted to prevent the money supply from expanding too rapidly. Explain carefully how these two actions, taken together, could keep the supply of money in China from increasing. Other Channels of Monetary Policy. Consider this quote: “Monetary policy does not work simply through lowering interest rates. Sometimes it can directly affect particular credit markets in the economy.” Can you give an example of actions that the Fed has taken that fit this quotation? (Related to Application 1 on page 299.)
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How Interest Rates Are Determined: Combining the Demand and Supply of Money 4.6
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3.3



Interest rates typically fall in a recession because the demand for money depends on changes in real income. If interest rates are 9 percent per year, the price of a bond that promises to pay $109 next year will be equal to . Through its effect on money demand, an increase in prices will interest rates.



3.4



Open market interest purchases lead to rising bond prices and rates.



3.5



Pricing a Bond. If a bond promises to pay $110 next year and the interest rate is 5 percent per year: a. What will the price of the bond be? b. What will the new price of the bond be if the interest rate falls to 3 percent? Buy or Sell Bonds? If you strongly believed the Federal Reserve was going to surprise the markets and raise interest rates, would you want to buy bonds or sell bonds? Recessions and Interest Rates. The economy starts to head into a recession. Using a graph of the money market, show what happens to interest rates. What happens to bond prices? A Decrease in the Riskiness of the Stock Market. If investors began to think the stock market is becoming
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less risky, how will this belief affect the demand for money? Would this more likely affect M1 or M2? Quantitative Easing How does a policy of quantita tive easing differ from conventional open-market purchases?
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5.2



5.3
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Interest Rates and How They Change Investment and Output (GDP)



When the Federal Reserve sells bonds on the open market, it leads to (higher/lower) levels of investment and output in the economy. To decrease the level of output, the Fed should conduct an open-market (sale/purchase) of bonds. An ope n-mar ke t pu rch as e the supply of money, which interest rates, which investment, and finally results in a(n) in output. An increase in the supply of money will (appreciate/depreciate) a country’s currency. Interest Rates, Durable Goods, and Nondurable Goods. Refrigerators and clothing are to some extent



durable. Explain why the decision to purchase a refrigerator is likely to be more sensitive to interest rates than the decision to buy clothing. Where Is Monetary Policy Stronger? In an open economy, changes in monetary policy affect both interest rates and exchange rates. Comparing the United States and Switzerland, in which country would monetary policy have a more significant effect on GDP through changes in exchange rates? Commodity Prices, the Dollar, and Monetary Policy. Suppose the U.S. is a major source of demand for world commodities and supplies of commodities are limited. Describe how an expansionary monetary policy could affect commodity prices, both through a domestic and international channel. What would be the relationship one would observe between the value of the dollar and commodity prices following a monetary expansion? (Related to Application 2 on page 302.)
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5.8



Monetary Policy Challenges for the Fed



(Inside/Outside) lags are shorter for the Fed. Experimental evidence shows us that individuals perform than committees in making monetary policy decisions. Long-term interest rates can be thought of as of short-term rates. The Fed directly controls long-term interest rates. (True/False) Open Economies and Outside Lags in Monetary Policy. Research suggests that the effects of monetary policy through interest rates, exchange rates, and net exports are more rapid than the effects of monetary policy on investment. As an economy becomes more open, how will this change affect the outside lag in monetary policy? Asset Prices as a Guide to Monetary Policy? Some central bankers have looked at asset prices, such as prices of stocks, to guide monetary policy. The idea is that if stock prices begin to rise, it might signal future inflation or an overheated economy. Are there any dangers to using the stock market as a guide to monetary policy? Rates on Two-Year Bonds and One-Year Bonds. Supposethan the the interest raterate on on a two-year bond was higher interest a one-year bond. What does the market believe will happen next year to one-year interest rates? International Influences on Fed Policy. As international trade becomes more important, monetary policy becomes more heavily influenced 309
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by developments in the foreign exchange markets. Go to the Web page of the Federal Reserve ( www. federalreserve.gov ) and read some recent speeches given by Fed officials. Do international considerations seem to affect policymakers in the United States today? Are Federal Reserve Chairmen Too Powerful? Economic research has shown that the chairman of the Federal Reserve is more powerful, relative to other committee members, than the head of the central bank in other countries. Fed chairpersons have much more influence over actual decisions than other



5.10



members. Recall Professor Blinder’s findings that committees make better decisions than individuals and that leaders of groups, per se, do not matter for the quality of decision making. Make an argument that the tradition of a strong chairman in the United States reduces the effectiveness of monetary policy. (Related to Application 3 on page 306.) Making Future Predictions Explicit Recently the members of the FOMC have been asked to make predictions for future interest rates and then these have been made public. What is the rationale for this policy?
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The recovery from the 2007 recession has been painfully slow. Four years after the peak of the recession, unemployment exceeded 8 percent and GDP growth was not sufficient to return the economy even close to full employment. Nearly half of the official unemployed had been out of work longer than a year. Official forecasts by the Federal Reserve suggest the recovery will continue to be slow. This slow recovery raises a number of questions for economic theory. How strong are the forces that return the economy to full employment? Do recessions brought on by financial crisis, as was the recent recession, require a longer recovery period than other types of recessions? Can monetary policy be sufficient to promote recovery or is fiscal policy also necessary? These are not new questions. They were tackled by economists as diverse as John Maynard Keynes in the 1930s and Milton Friedman in the 1960s and 1970s. Some economists advocate aggressive government action today—others believe that aggressive action simply impedes the recovery. The debate continues.
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Describe the key difference between the short run and long run in macroeconomics.
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Analyze monetary neutrality and crowding out using graphs.
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Demonstrate graphically how the economy



•



Assess how classical economic doctrines



can return to full employment.



relate to modern macroeconomics. My Econ Lab My Econ La b helps you master each objective and study more efficiently.
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ne of the great debates surrounding macroeconomic policymaking centers on the short run versus the long run. Up to this point in the book, we have discussed the short and long run separately. Now, however, we’ll explain how the economy evolves from the short run to the long run. The relationship between the two is one of the most important dimensions of modern macroeconomics, which carefully distinguishes between them.



15.1



Linking the Short Run and the Long Run



To begin to understand how the short run and the long run are related, let’s return to what we mean by each in macroeconomics.



The Difference between the Short and Long Run short run in macroeconomics The period of time in which prices do not change or do not change very m uch.



long run in macroeconomics The period of time in which prices have fully adjusted to any economic changes.



In Chapter 9 , we explained how i n the short run, wages and prices are sticky and do not change immediately in response to changes in demand. The short run in macroeconomics is the period of time over which prices do not change or do not change very much. Over time, though, wages and prices adjust, and the economy reaches its long-run equilibrium. Short-run analysis applies to the period when wages and prices do not change—at least not substantially. Long-run, full-employment economics applies after wages and prices have largely adjusted to changes in demand. The long run in macroeconomics is the period of time in which prices have fully adjusted to any economic changes. In the short run, GDP is determined by the current demand for goods and services in the economy, so fiscal policy—such as tax cuts or increased government spending— and monetary policy—such as adjusting the money supply—can affect demand and GDP. However, in the long run, GDP is determined by the supply of labor, the stock of capital, and technological progress—in other words, the willingness of people to work and the overall resources the economy has to work with. Full employment is another characteristic of the long run. Because the economy is operating at full employment long run, output can’t be increased in response changesGDP in demand. So, in forthe example, an increase in government spending won’ttoincrease in the long run because spending on one good or service has to come at the expense of another good or service. Similarly, increasing the supply of money won’t increase GDP in the long run either. It will only cause the price level in the economy to rise. Should economic policy be guided by what we expect to happen in the short run or what we expect to happen in the long run? To answer this question, we need to know two things: 1 How does what happens in the short run determine what happens in the long run? 2 How long is the short run?



Wages and Prices and



Their Adjustment over Time



Wages and prices change every day. If the demand for scooters rises at the same time that demand for tennis rackets falls, we would expect to see a rise in the price of scooters and a fall in the price of tennis rackets. Wages in the scooter industry would tend to increase, and wages in the tennis racket industry would tend to fall. Sometimes, we see wages and prices in all industries rising or falling together. For example, prices for steel, automobiles, food, and fuel may all rise together. Why? Wages and prices will all tend to increase together during booms when GDP exceeds its full-employment level or potential output. Wages and prices will fall together during periods of recessions when GDP falls below full employment or potential output.
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If the economy is producing at a level above full employment, firms will find it increasingly difficult to hire and retain workers, and unemployment will be below its natural rate. Workers will find it easy to get and change jobs. To attract workers and prevent them from leaving, firms will raise their wages. As one firm raises its wage, other firms will have to raise their wages even higher to attract the workers that remain. Wages are the largest cost of production for most firms. Consequently, as labor costs increase, firms have no choice but to increase the prices of their products. However, as prices rise, workers need higher nominal wages to maintain their real wages. This is an illustration of the real-nominal principle.



REAL-NOMIN



AL PRINCIPLE



What matters to people is the real value of money or income—its purchasing power—not the face value of money or income.



This process by which rising wages cause higher prices and higher prices feed higher wages is known as a wage–price spiral . It occurs when the economy is producing at a level of output that exceeds its potential. When the economy is producing below full employment or potential output, the process works in reverse. Unemployment will exceed the natural rate. Firms will find it easy to hire and retain workers, and they can offer workers less. As all firms cut wages, the average level of wages in the economy falls. As we have said, wages are the largest component of firms’ costs. So, when wages fall, prices start to fall, too. In this case, the wage–price spiral works in reverse. Table 15.1 summarizes our discussion of unemployment, output, and changes in wages. Let’s emphasize one point: In addition to the changes in wages and prices that occur when the economy is producing at more or less than full employment, there is
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HOW TO FIGHT A LIQUIDITY TRAP APPLYING THE CONCEPTS #1: Why did Chairman Bernanke change his views on how to fight a liquidity trap?



Before he became Chairman of the Federal Reserve, Ben Bernanke was a highly regarded macroeconomist. In that role, he wrote a strong piece criticizing the Bank of Japan for not taking strong enough action when their interest rates fell close to zero. Bernanke argued that the Bank of Japan should have made substantial purchases of long term bonds and also publically commit to creating inflation. The reason for creating inflation was to make the real rate of interest negative and spur investment. Even if nominal interest rates are close to zero, if inflation is expected to be high, the result will be negative real interest rates. After he became Chairman of the Federal Reserve, Bernanke did support a policy of purchasing long-term government bonds. But, as economist Larry Ball of Johns Hopkins University documents, Bernanke changed his mind about the virtues of creating expectations of inflation after hearing a presentation from the staff at the Fed. Ball attributes Bernanke’s change of hearta to “group think” interpretation and an unwillingness to dissent from a group consensus. Perhaps more generous is that Bernanke himself realized that creating expectations of inflation has dangerous long-run consequences and the “inflation genie” cannot easily be put back into the bottle. Related to Exercises 2.7 and 2.8 . SOURCE: Larry Ball, “Ben Bernanke and the Zero Bound,” NBER Working Paper #17836, February 2012.



wage–price spiral The process by which changes in wages and prices cause further changes in wages and prices.
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also typically ongoing inflation in the economy. For example, suppose an economy that has been operating at full employment has been experiencing 4 percent annual inflation. If output later exceeds full employment, prices will begin to rise at a rate faster than 4 percent. Conversely, if output falls to a level less than full employment, prices will then rise at a slower rate than 4 percent. TABLE 15.1 Unemployment, Output, and Wage and Price Changes When unemployment is below the natural rate …



When unemployment is above the natural rate …



• output is above potential. • wages and prices rise.



• output is below potential. • wages and prices fall.



In summary, when output exceeds potential output, wages and prices throughout the economy will rise above previous inflation rates. If output is less than potential output, wages and prices will fall relative to previous inflation rates.



15.2



How Wage and Price Changes Move the Economy Naturally Back to Full Employment



The transition between the short run and the long run is easy to understand. If GDP is higher than potential output, the economy starts to overheat and wages and prices increase. This increase in wages and prices will then push the economy back to full employment. Using aggregate demand and aggregate supply, we can illustrate graphically how changing prices and wages help move the economy from the short to the long run. First, let’s review the graphical representations of aggregate demand and aggregate supply: aggregate demand curve A curve that shows the relationship between the level of prices and the quantity of real GDP demanded. short-run aggregate supply curve A relatively flat aggregate supply curve that represents the idea that prices do not change very much in the short run and that firms adjust production to meet demand. long-run aggregate supply curve A vertical aggregate supply curve that reflects the idea that in the long run, output is determined solely by the factors of production and technology.



1 Aggregate demand. Recall that the aggregate demand curve shows the relationship



between the level of prices and the quantity of real GDP demanded. 2 Aggregate supply. Also recall that there are two aggregate supply curves: one for the short run and one for the long run. Theshort-run aggregate supply curveis



represented as a relatively flat curve. The shape of the curve reflects the idea that prices do not change very much in the short run and that firms adjust production to meet demand. Thelong-run aggregate supply curve, however, is represented by a perfectly vertical line. The vertical line means that at any given price level, firms in the long run are producing all that they can, given the amount of labor, capital, and technology available to them in the economy. The line represents what firms can supply in the long run at a state of full employment or potential output.



Returning to Full



Employment from a



Recession



In an earlier chapter, we looked at the adjustment process for an economy producing at a level of output exceeding full employment or potential output. Now let’s look at what happens if the economy is in a slump, producing below full employment or potential output. Panel A of Figure 15.1 shows an aggregate demand curve and the two aggregate supply curves. In the short run, output and prices are determined where the aggregate demand curve intersects the short-run aggregate supply curve—point a. This point corresponds to the level of output y0 and a price level P0. Notice that y0 is a level less than full employment or potential output, yp. In the long run, the level of prices and output is given by the intersection of the aggregate demand curve and the long-run aggregate supply curve—point c. Output is at full employment, yp, and prices are at PF. How does the economy move from point a in the short run to point c in the long run? Panel B shows us how.
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At point a, the current level of output, y0, falls short of the full-employment level of output, yp. With output less than full employment, the unemployment rate is above the natural rate. Firms find it relatively easy to hire and retain workers, and wages and then prices begin to fall. As the level of prices decreases, the short-run aggregate supply curve shifts downward over time, as shown in Panel B. This downward shift occurs because decreases in wages lower costs for firms. Competition between firms will lead to lower prices for their products. As shown in Panel B, this shift in the short-run aggregate supply curve will bring the economy to long-run equilibrium. The economy initially starts at point a, where output falls short of full employment. As prices fall from P0 to P1, the aggregate supply curve shifts downward from AS0 to AS1. The aggregate demand curve and the new aggregate supply curve intersect at point b. This point corresponds to a lower level of prices and a higher level of real output. However, the higher level of output still is less than full employment. Wages and prices will continue to fall, shifting the short-run aggregate supply curve downward. Eventually, the aggregate supply curve will shift to AS2, and the economy will reach point c,curve. the intersection of the demand andthe theeconomy long-runisaggregate supply At this point, theaggregate adjustment stops curve because at full employment and the unemployment rate is at the natural rate. With unemployment at the natural rate, the downward wage–price spiral ends. The economy has made the transition to the long run. Prices are lower and output returns to full employment. This is how an economy recovers from a recession or a downturn.
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from a Boom



But what if the economy is “too hot” instead of sluggish? What will then happen is the process we just described, only in reverse, as we show in Figure 15.2 . When output exceeds potential, unemployment will be below the natural rate. As firms bid for labor, the wage–price spiral will begin, but this time in an upward direction instead of downward as in Panel B. The short-run aggregate supply curve will shift upward until the economy returns to full employment. That is, wages and prices will rise to return the economy to its long-run equilibrium at full employment. In summary: • If output is less than full employment, prices will fall as the economy returns to full employment, as shown in Figure 15.1. • If output exceeds full employment, prices will rise and output will fall back to full employment, as shown in Figure 15.2.



FIGURE 15.1 How the Economy Recovers from a Downturn If the economy is operating below full employment, as shown in Panel A, prices will fall, shifting down the short-run aggregate supply curve, as shown in Panel B. This will return output to its full-employment level.
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FIGURE 15.2 How the Economy Returns from a Boom If the economy is operating above full employment, as shown in Panel A, prices will rise, shifting the short-run aggregate supply curve upward, as shown in Panel B. This will return output to its full-employment level.



Economic Policy and the



Speed of Adjustment



How long does it take to move from the short run to the long run? Economists disagree on the answer. Some economists estimate it takes the U.S. economy two years or less, some say six years, and others say somewhere in between. Because the adjustment process is slow, there is room, in principle, for policymakers to step in and guide the economy back to full employment. Suppose the economy is operating below full employment at point a in Figure 15.3. One alternative for policymakers is to do nothing, allowing the economy to adjust itself with falling wages and prices until it returns by itself to full employment, point bunemployment . This may takeand several years. During that time,potential. the economy will experience excess a level of real output below Long-run AS



▶



FIGURE 15.3 Using Economic Policy to Fight a Recession Rather than letting the economy naturally return to full employment at point b, economic policies could be implemented to increase aggregate demand from AD0 to AD1 to bring the economy to full employment at point c. The price level within the economy, however, would be higher.
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Another alternative is to use expansionary policies, such as open market purchases by the Fed or increases in government spending and tax cuts, to shift the aggregate demand curve to the right. In Figure 15.3, we show how expansionary policies could shift the aggregate demand curve from AD0 to AD1 and move the economy to full employment, point c. Notice here that the price level is higher at point c than it would be at point b. Demand policies can also prevent a wage–price spiral from emerging if the economy is producing at a level of output above full employment. Rather than letting an increase in wages and prices bring the economy back to full employment, we can reduce aggregate demand. Either contractionary monetary policy—openmarket sales—or contractionary fiscal policy—cuts in government spending or tax increases—can be used to reduce aggregate demand and the level of GDP until it reaches potential output. Expansionary policies and demand policies are stabilization policies, which look simple on paper or on graphs. In practice, the lags and uncertainties we discussed for both fiscal and monetary policy make economic stabilization difficult to achieve. For example, suppose we are in a recession and the Fed decides to increase aggregate demand using expansionary monetary policy. There will be a lag in the time it takes for the aggregate demand curve to shift to the right. In the meantime, the adjustment that occurs during a recession—falling wages and prices—has begun to shift the short-run aggregate supply curve downward. It is conceivable that if the adjustment were fast enough, the economy would be restored to full employment before the effects of the expansionary monetary policy were actually felt. When the expansionary monetary policy kicks in and the aggregate demand curve finally shifts to the right, the additional aggregate demand would increase the level of output so it exceeded the full-employment level, leading to a wage–price spiral. In this case, monetary policy would have destabilized the economy. Active economic policies are more likely to destabilize the economy if the adjustment is quick enough. Economists like Milton Friedman of the University of Chicago (1912–2006) believed the economy adjusts rapidly to full employment and generally opposed using monetary or fiscal policy to try to stabilize the economy. Economists like John Maynard Keynes believed that the economy adjusted slowly and were more sympathetic to using monetary or fiscal policy to stabilize the economy. It is possible that the speed of adjustment can vary over time, making decisions about policy even more difficult. As an example, economic advisers for President George H. W. Bush had to decide whether the economy needed any additional stimulus after the recession of 1990. Based on the view that the economy would recover quickly on its own, they took only some minor steps. The economy did largely recover by the very end of the Bush administration, but too late for his reelection prospects.



Liquidity Traps Up to this point, we have assumed the economy could always recover from a recession without active policy, although it may take a long time. As our chapter-opening story mentioned, Keynes expressed doubts about whether a country could recover from a major recession without active policy. He had two distinct reasons for these doubts. First, as we will discuss later in the chapter, the adjustment process requires interest rates to fall and thereby increase investment spending. But suppose nominal interest rates become so low that they could not fall any further. Keynes called this situation a liquidity trap . When the economy is experiencing a liquidity trap, the adjustment process no longer works. Second, Keynes feared falling prices could hurt businesses. Japan seems to have suffered from both these problems in the 1990s and the United States faced similar issues during the first decade of this century.



liquidity trap A situation in which nominal interest rates are so low, they can no longer fall.
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political business cycle The effects on the economy of using monetary or fiscal policy to stimulate the economy before an election to improve reelection prospects.
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Business Cycles



Up to now, we have assumed policymakers are motivated to use policy to try to improve the economy. But suppose they are more interested in promoting their personal well-being and the fortunes of their political parties? Using monetary or fiscal policy in the short run to improve a politician’s reelection prospects may generate what is known as a political business cycle. Here is how a political business cycle might work. About a year or so before an election, a politician might use expansionary monetary policy or fiscal policy to stimulate the economy and lower unemployment. If voters respond favorably to lower unemployment, the incumbent politician may be reelected. After reelection, the politician faces the prospect of higher prices or crowding out. To avoid this, the politician may engage in contractionary policies. The result is a classic political business cycle: Because of actions taken by politicians for reelection, the economy booms before an election but contracts afterwards. Good news comes before the election, and bad news comes later. It is clear the classic political business cycle does not always occur; however, a number of episodes fit the scenario. President Nixon used expansionary policies during a reelection campaign in 1972, which resulted in inflation. However, counterexamples also exist, such as President Carter’s deliberate attempt to reduce inflation with contractionary policies just before his reelection bid in the late 1970s. Although the evidence on the classic political business cycle is mixed, there may be links between elections and economic outcomes. More recent research has investigated the systematic differences that may exist between political parties and economic outcomes. All this research takes into account both the short- and long-run effects of economic policies.



ap pl ica



tio



n2



ELECTIONS, POLITICAL PARTIES, AND VOTER EXPECTATIONS APPLYING THE CONCEPTS #2: What are the links between presidential elections and macroeconomic performance?



The srcinal political business cycle theories focused on incumbent presidents trying to manipulate the economy in their favor to gain reelection. Subsequent research began to incorporate other, more realistic factors. The first innovation was to recognize that political parties could have different goals or preferences. In particular, in the United States, Republicans historically have been more concerned about fighting inflation, whereas Democrats have placed more weight on reducing unemployment. Economists and political scientists began to incorporate these partisan effects into their analyses. The second major innovation was to recognize that the public would anticipate that politicians will try to manipulate the economy. Suppose that, if elected, Republicans will contract the economy to fight inflation, whereas Democrats will stimulate the economy to lower unemployment. If the public is not sure who will win the election, the outcome will be a surprise to them—a contractionary surprise if Republicans win and an expansionary surprise if Democrats win. As Professor Alberto Alesina of Harvard University first pointed out, this suggests that economic growth should be less if Republicans win and greater if Democrats win. The postwar U.S. evidence is generally supportive of this theory.



Related to Exercise 2.9 .



SOURCE: Based on Steven M. Sh effrin,The Making of Economic Policy (New York: Basil Blackwell, 1989), chap. 6.
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Understanding the Economics of the Adjustment Process



Earlier in the chapter we explained that changes in wages and prices restore the economy to full employment in the long run, and that the government and the Fed can get it there more quickly with fiscal and monetary policy. But what is happening behind the scenes? What do changes in wages and the price level mean for the economy in terms of money demand, interest rates, and investment spending? Let’s go back and take a closer look at the adjustment process in terms of these factors so we can better understand how the adjustment process actually works. First, recall that when an economy is producing below full employment, the tendency will be for wages and prices to fall. Similarly, when an economy is producing at a level exceeding full employment or potential output, the tendency will be for wages and prices to rise. The adjustment process first begins to work as changes in prices affect the demand for money. Recall the real-nominal principle.



REAL-NOMIN



AL PRINCIPLE



What matters to people is the real value of money or income—its purchasing power—not the face value of money or income.



According to this principle, the amount of money people want to hold depends on the price level in the economy. If prices are cut in half, you need to hold only half as much money to purchase the same goods and services. Decreases in the price level will cause the money demand curve to shift to the left; increases in the price level will shift it to the right. Now let’s put this idea to use. Suppose the economy is initially in a recession. With output below full employment, actual unemployment will exceed the natural rate of unemployment, so there will be excess unemployment. Wages and prices will start to fall. Figure 15.4 shows how the fall in the price level can restore the economy to full employment via money demand, interest rates, and investment without active fiscal or monetary policy. First, we show with the AD–AS diagram in Panel A of Figure 15.4 how prices fall r
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FIGURE 15.4 How the Changing Price Level Restores the Economy to Full Employment With the economy initially below full employment, the price level falls, as shown in Panel A, stimulating output. In Panel B, the lower price level decreases the demand for money and leads to lower interest rates at point d. In Panel C, lower interest rates l ead to higher investment spending at pointf. As the economy moves down the aggregate demand curve from point a toward full employment at point b in Panel A, investment spending increases along the aggregate demand curve.
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when the economy is operating below full employment. Second, in Panel B, the fall in the price level decreases the demand for holding money. As the price level decreases from P0 to P1, the demand for money shifts to the left from M d0 to M d1. Interest rates fall from r0 to r1, and the falling interest rates increase investment spending from I0 to I1. As the level of investment spending in the economy increases, total demand for goods and services also increases, and the economy moves down along the aggregate demand curve as it returns to full employment. Now you can also understand why the aggregate demand curve is downward-sloping through the interest rate effect. As we move down the aggregate demand curve, lower prices lead to lower interest rates, higher investment spending, and a higher level of aggregate demand. Thus, aggregate demand increases as the price level falls, which explains why the curve slopes downward. What we have just described continues until the economy reaches full employment. As long as actual output is below the economy’s full-employment level, prices will continue to fall. A fall in the price level reduces money demand and interest rates. Lower interest rates stimulate investment spending and push the economy back toward full employment. All this works in reverse if output exceeds the economy’s potential output. In this case, the economy is overheating and wages and prices rise. A higher price level will increase the demand for money and raise interest rates. Higher interest rates will decrease investment spending and reduce the level of output. The process continues until the economy “cools off” and returns to full employment. Now you should understand why changes in wages and prices restore the economy to full employment. The key is that (1) changes in wages and prices change the demand for money, and (2) this changes interest rates, which then affect aggregate demand for goods and services and ultimately GDP. We can also use the model we just developed to understand the liquidity trap. If an economy is in a recession, interest rates will fall, restoring the economy to full employment. But at some point, interest rates may become so low they equal zero. Nominal interest rates cannot go far below zero, because investors would rather hold money (which pays a zero rate) than hold a bond that promises a negative return. Suppose, however, that as interest rates approach zero, the economy is still in a slump. The adjustment process then has nowhere to go. This appears to be what happened in Japan in the 1990s. Interest rates on government bonds were zero, but prices continued to fall. At this point, the fall in prices by itself could not restore the economy to full employment. Policymakers in the United States also became concerned by this possibility. When interest rates on three-month U.S. government bills fell below 1 percent from June 2003 to May 2004, Fed officials openly discussed their limited options if further monetary stimulus became necessary. What can policymakers do if an economy is in a recession but nominal rates become so close to zero that the natural adjustment process ceases to work? Economists have suggested several solutions to this problem. First, expansionary fiscal policy—cutting taxes or raising government spending—still remains a viable option to increase aggregate demand. Second, the Fed could become extremely aggressive and try to expand the money supply so rapidly that the public begins to anticipate future inflation. If the public expects inflation, the expected real rate of interest (the nominal rate minus the expected inflation rate) can become negative, even if the nominal rate cannot fall below zero. A negative expected real interest rate will tempt firms to invest, and this will increase aggregate demand. Finally, by paying interest on bank reserves, the Fed can give itself more leverage for controlling the supply of loans. Even though a liquidity trap may make it more difficult for an economy to recover on its own, there is still room for proper economic policy to have an impact.



T h e L o n g - R u n N e u t r a l i ty o f M o n e y An increase in the money supply has a different effect on the economy in the short run than it does in the long run. In Figure 15.5, we show the effects of expansionary monetary policy in both the short run and the long run. In the short run, as the supply
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FIGUREPolicy 15.5 in the Short Run and the Long Run Monetary As the Fed increases the supply of money, the aggregate demand curve shifts fromAD0 to AD1 and the economy moves to point a. In the long run, the economy moves to point b.



of money increases, the economy moves from the srcinal equilibrium to point a, with output above potential. But in the long run, the economy returns to point b at full employment, but at a higher price level than at the srcinal equilibrium. How can the Federal Reserve change the level of output in the short run but affect prices only in the long run? Why is the short run different from the long run? We can use our model of the demand for money and investment to understand this issue. Assume the economy starts at full employment. In Figure 15.6, interest rates are at rF, and investment spending is at IF. Now, suppose the Federal Reserve increases the money supply from M s0 to M s1. We show this as a rightward movement in the money-supply curve. In the short run, the increase in the supply of money will reduce interest rates to r0, and the level of investment spending will increase to I0. Increased investment will stimulate the economy and increase output above full employment. All this occurs in the short run. The red arrows show the movements in interest rates and investment in the short run. However, once output exceeds full employment, wages and prices will start to increase. As the price level increases, the demand for money will increase. This will shift the money-demand curve upward and will start to increase interest rates. Investment will start to fall as interest rates increase, leading to a fall in output. The blue arrows in Figure 15.6 show the transition as prices increase. As long as output exceeds full employment, prices will continue to rise, money demand will continue to increase, and interest rates will continue to rise. Where does this process end? It ends only when
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FIGURE 15.6 The Neutrality of Money Starting at full employment, an increase in the supply of money fromM0s to M1s will initially reduce interest rates from rF to r0 (from point a to point b) and raise investment spending fromIF to I0 (point c to point d). We show these changes with the red arrows. The blue arrows show that as the price level increases, the demand for money increases, restoring interest rates and investment to their prior levels— rF and IF, respectively. Both money supplied and money demanded will remain at a higher level, though, at pointe.
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long-run neutrality of money A change in the supply of money has no effect on real interest rates, investment, or output in the long run.



RUN TO THE LONG



RUN



interest rates return to their srcinal level of rF. At an interest rate of rF, investment spending will have returned toIF. This is the level of investment that meets the total level of demand for goods and services and keeps the economy at full employment. When the economy returns to full employment, the levels of real interest rates, investment, and output are precisely the same as they were before the Fed increased the supply of money. The increase in the supply of money had no effect on real interest rates, investment, or output in the long run. Economists call this the long-run neutrality of money. In other words, in the long run, changes in the supply of money are neutral with respect to real variables in the economy. For example, if the price of everything in the economy doubles, including your paycheck, you are no better or worse off than you were before. In the long run, increases in the supply of money have no effect on real variables, only on prices. This example points out how, in the long run, it really does not matter how much money is in circulation, because prices will adjust to the amount of nominal money available. In the short run, however, money is not neutral. In the short run, changes in the supply of money do affect interest rates, investment spending, and output. The Fed does have strong powers over real GDP, but those powers are ultimately temporary. In the long run, all the Fed can do is determine the level of prices in the economy. Now we can understand why the job of the Federal Reserve has been described by William McChesney Martin, Jr., a former Federal Reserve chairman, as “taking the punch bowl away at the party.” The punch bowl is money: If the Fed sets out the punch bowl, this will temporarily increase output or give the economy a brief high. But if the Federal Reserve is worried about increases in prices in the long run, it must take the punch bowl away and everyone must sober up. If not, the result will be continuing increases in prices, or inflation.



Crowding Out in



the Long Run



Some economists are strong proponents of increasing government spending on defense or other programs to stimulate the economy. Critics, however, say increases in spending provide only temporary relief and ultimately harm the economy because government spending “crowds out” investment spending. In an earlier chapter, we discussed the idea of crowding out. We can now understand the idea in more detail. Suppose the economy starts out at full employment and then the government increases its spending. This will shift the aggregate demand curve to the right, causing output to increase beyond full employment. As we have seen, the result of this boom will be that wages and prices increase. Now let’s turn to our model of money demand and investment. Figure 15.7 shows that as prices increase, the demand for money shifts upward in Panel A, raising interest M
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FIGURE 15.7 Crowding Out in the Long Run Starting at full employment, an increase in government spending raises output above full employment. As wages and prices increase, the demand for money increases, as shown in Panel A, raising interest rates from r0 to r1 (point a to point b) and reducing investment from
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I0 to I1 (point c to point d). The economy returns to full employment, but at a higher level of interest rates and a lower level of investment spending.
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rates from r0 to r1 and reducing investment from I0 to I1, as shown in Panel B. Higher interest rates are the mechanism through which crowding out of public investment occurs. As investment spending by the public then falls (gets crowded out), we know that aggregate demand decreases. This process will continue until the economy returns to full employment. Once the economy returns to full employment, the decrease in investment spending by the public will exactly match the increase in government spending. However, when the economy does return to full employment, it will be at a higher interest rate level and lower level of investment spending by the public. Thus, the increase in government spending has no long-run effect on the level of output—just on the interest rate. Instead, the increase in government spending displaced, or crowded out, private investment spending. If the government spending went toward government investment projects—such as bridges or roads—then it will have just replaced an equivalent amount of private investment. If the increased government spending did not go toward providing investment but, for example, went for military spending, then the reduction in private investment will have reduced total investment in the economy, private and public. This decrease in total investment would have further negative effects on the economy over time. As we saw in earlier chapters, a reduction in investment spending reduces capital deepening and leads to lower levels of real income and wages in the future. Economists make similar arguments when it comes to tax cuts. Tax cuts initially will increase consumer spending and lead to a higher level of GDP. In the long run, however, adjustments in wages and prices restore the economy to full employment.
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INCREASING HEALTH-CARE EXPENDITURES AND CROWDING OUT APPLYING THE CONCEPTS #3: Will increases in health-care expenditures crowd out consumption or investment spending?



In 1950 health-care expenditures in the United States were 5.2 percent of GDP; by 2000 this share had risen to 15.4 percent. Driving these increases were several factors: increasing relative prices of health care compared to other goods, a larger population of the elderly, and increased longevity. Since 1950 the average life span has increased by 1.7 years per decade. Many observers think these trends will continue. Health-care costs have continued to rise rapidly in recent years. Two economists, Charles I. Jones and Robert E. Hall, go further and suggest normal increases in economic growth will propel health-care expenditures to approximately 30 percent of GDP by mid-century. Their argument is that as societies grow wealthier, individuals face the tradeoff of buying more goods (automobiles or cars) to enjoy their current life span or spending more on health care to extend their lives. At some point, the extra years of life become more valuable than consumer durables, with the result that spending on health care rises rapidly. Assuming this argument is correct and health-care expenditures increase, what other component of GDP will fall? If investment is crowded out, living standards would fall in the long run, reducing the ability to consume both health and nonhealth goods. Perhaps it is more likely that other types of consumption spending will fall. Spending on health would then come at the expense of spending on consumer durables or larger houses. That would be the preferred outcome. Related to Exercise 3.7 . SOURCE: Based on Robert E. Hall and Charles I. Jones, “The Value of Life and the Rise in Health Spending,”Quarterly Journal of Economics (February 2007): 39–72.
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RUN TO THE LONG



RUN



However, interest rates will rise during the adjustment process and this increase in interest rates will crowd out private investment. In the long run, the increase in consumption spending will come at the expense of lower investment spending, decreased capital deepening, and lower levels of real income and wages in the future. Crowding out can occur from sources other than the government. Expected increases in U.S. health-care expenditures will pose similar challenges to crowding out in the coming decades as well. What about decreases in government spending or increases in taxes? Decreases in government spending, such as cuts in military spending, will lead to increases in investment in the long run, which we call crowding in. Initially, a decrease in government spending will cause a decrease in real GDP. But as prices fall, the demand for money will decrease, and interest rates will fall. Lower interest rates will crowd in investment as the economy returns to full employment. In the longer run, the higher investment spending will raise living standards through capital deepening. Increased taxes, to the extent they reduce consumption spending, will crowd in investment through precisely the same mechanism.



15.4



Classical Economics in Historical Perspective



The term classical economics refers to the work of the srcinators of modern economic thought. Adam Smith was the first so-called classical economist. Other classical economists—Jean-Baptiste Say, David Ricardo, John Stuart Mill, and Thomas Malthus—developed their work during the late eighteenth and nineteenth centuries. Keynes first used the term classical model in the 1930s to contrast it with his Keynesian model, which emphasized the difficulties the economy could face in the short run. The ideas developed in this chapter can shed some light on a historical debate in economics about the role of full employment in modern Keynesian and classical thought.



Say’s Law Classical economics is often associated with Say’s law , the doctrine that “supply creates its own demand.” To understand Say’s law, recall from our discussion of GDP accounting in Chapter 5 that production in an economy creates an equivalent amount of income. For example, if GDP is $10 trillion, then production is $10 trillion, and $10 trillion in income is generated. The classical economists argued that the $10 trillion of production also created $10 trillion in demand for current goods and services. This meant there could never be a shortage of demand for total goods and services in the economy, nor any excess. But suppose consumers, who earned the income, decided to save rather than spend it. Wouldn’t this increase in saving lead to a shortfall in the total demand for goods and services? Wouldn’t, say, inventories of goods pile up in warehouses? Classical economists argued no, that the increase in savings would eventually find its way to an equivalent increase in investment spending by firms, because the savings by households would eventually get channeled to firms via financial markets. As a result spending on consumption and investment together would be sufficient so that all the goods and services produced in the economy would be purchased. Keynes, on the other hand, argued that there could be situations in which total demand fell shortifofconsumers total production in their the economy for extended of time. In particular, increased savings, there was no periods guarantee that investment spending would rise to offset the decrease in consumption. And if total spending did fall short of total demand, goods and services would go unsold. When producers could not sell their goods, they would cut back on production, and output in the economy would consequently fall, leading to a recession or depression.



 Keynesian and



Classical Debates



The debates between Keynesian and classical economists continued for several decades after Keynes developed his theories. In the 1940s, Professor Don Patinkin and Nobel Laureate Franco Modigliani clarified the conditions for which the classical model would hold true. In particular, they studied the conditions under which there would be sufficient demand for goods and services when the economy was at full employment. Both economists emphasized that one of the necessary conditions for the classical model to work was that wages and prices must be fully flexible—that is, they must adjust rapidly to changes in demand and supply. If wages and prices are not fully flexible, then Keynes’s view that demand could fall short of production is more likely to hold true. We’ve seen that over short periods of time, wages and prices, indeed, are not fully flexible, so Keynes’s insights are important. However, over longer periods of time, wages and prices do adjust and the insights of the classical model are restored. To help clarify the conditions under which the economy will return to full employment in the long run on its own, Patinkin and Modigliani developed the adjustment-process model we used in this chapter. They highlighted many of the key points we emphasized, including the speed of the adjustment process and possible pitfalls, such as liquidity traps. In the chapter-opening story, we noted that some economists advocate aggressive government action during recessions, while others feel that such actions may impede recovery. We now have a better understanding of why economists differ on these issues. Economists who feel the adjustment pr ocess is slow typically recommend activist policies, while those who believe that adjustment is more rapid will tend to be skeptical of activist policies. In addi tion, economists will differ in their judgments about the ability of the government to act quickly and make effective decisions. That will also determine whether they believe policy will make the economy perform better or worse.



SUMMARY This chapter explained 4 Economic policies are most effective when the adjustment how the economy makes process is slow. However, to improve their chances of being the transition from the reelected, politicians can take advantage of the difference short run to the long run. between the short-run and long-run effects of economic policies. It also highlighted why 5 If the economy is operating below full employment, falling wages monetary and fiscal poliand prices will reduce money demand and lower interest rates. cies have different effects The fall in interest rates will stimulate investment and lead the in the short run and in the economy back to full employment. long run. Understanding 6 The rever se occurs when outpu t exceeds full employ ment. the distinction between the short run and the long run is critical to Increases in wages and prices will increase money demand and evaluating economic policy. Here are the main points to remember interest rates. As investment spending falls, the economy returns from this chapter: to full employment. 1 The short run in macroeconomics refers to the period of time 7 In the long run, increases in the supply of money are neutral. in which prices do not change very much. The long run in That is, increases in the money supply do not affect real interest macroeconomics is the period over which prices have time to rates, investment, or output. This characteristic is known as the change in response to economic changes. long-run neutrality of money. 2 When output exceeds full employment, wages and prices rise faster than their past trends. If output is less than full employment, wages and prices fall relative to past trends.



8 Increases in government spending will raise real interest rates and crowd out investment in the long run. Decreases in government spending will lower real interest rates and crowd in investment in the long run.



3 The price changes that occur when the economy is away from full employment push the economy back to full employment. 9 The adjustment model in this chapter helps us to understand the Economists disagree on the length of time this adjustment prodebate between Keynes and the classical economists. cess takes; estimates range from less than two years to six years. 325
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EXERCISES



All problems are assignable in MyEconLab.
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1.3
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Linking the Short Run and the Long Run



Wages and prices will increase when actual output exceeds potential. (True/False) The short run in macroeconomics is the time period over which do not adjust to economic conditions. According to the logic of the wage–price spiral, an increase in wages leads to a(n) in , which in turn leads to a(n) in . In the long run, the level of GDP is determined by supply factors. (True/False) Cost of Living Adjustments and the Wage–Price Spiral. Suppose organized labor has successfully bargained for costprice of living increases for its workers. That is, when s rise—as measured by the CPI—wages are automatically adjusted by the same percentage. Would this make the economy more or less likely to experience a wage–price spiral? Unemployment and Wage Price Changes. If the natural rate of unemployment is 6 percent and the actual rate of unemployment is 7 percent, how will wages and prices change? Suppose the natural rate was 7 percent?



15.2



The short-run aggregate supply curve will move if the economy’s actual output is above full-employment output.



2.2



If the adjustment process works slowly, then economic policy is less necessary. (True/False) A poli tical business cycle may occur because policymakers are willing to trade off a current reduction in unemployment for future increases in inflation. (True/False)
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How Wage and Price Changes Move the Economy Naturally Back to Full Employment



2.1



2.3



p. 314



short run in macroeconomics, p. 312 wage–price spiral, p. 313



p. 314
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short-run aggregate supply curve,



2.6



Supply Shocks and Policy Choices. Recall that supply shocks are sudden increases in the prices of commodities such as oil or food. These shocks shift the short-run aggregate supply curve. For example, the increase in oil prices in 2006 will shift the short-run aggregate supply curve upward, because firms’ costs have risen and firms must charge higher prices to avoid losing money. a. Suppose the economy is operating at full employment and foreign countries raise the world price of oil. Assuming policymakers do not take any action, describe what will happen to prices and output in the short run and in the long run. Show these situations graphically. b. Suppose the Federal Reserve decided it wanted to offset any adverse effects on output due to a supply shock. What actions could it take? What would



happen to the price level if the Fed used monetary policy to fight unemployment in this situation? c. Economists say supply shocks create a dilemma for the Federal Reserve that shocks to demand (for example, from sudden increases in investment spending by optimistic firms) do not create. Using your answer to part (b) and the aggregate demand and aggregate supply graph, explain why economists say this. Foreign Firms Close Their Markets: Short-Run and Long-Run Effects. Suppose the economy is at full employment and foreign firms close their markets and U.S. firms start to produce more for export. Everything else remains the same. a. In the short run, what happens to GDP? b. Assuming that exchange rates do not change, what happens to U.S. prices in the long run? How might this affect the export market? Stabilization Policy and the Speed of Adjustment. Economists who believe the transition from the short run to the long run occurs rapidly do not generally favor using active stabilization policy. Use the aggregate demand and aggregate supply graphs to



 2.7



2.8



2.9



illustrate how active policy, with a rapid adjustment process, could destabilize the economy. Understanding the Liquidity Trap. The adjustment process can run into problems during a liquidity trap when interest rates are driven close to zero and the economy remains below full employment. Both Japan in the 1990s and the United States during the 1930s and the first decade of this century are possible examples of liquidity traps. (Related to Application 1 on page 318.) a. Draw a money-demand curve and an investment schedule to illustrate this possibility. b. During the Great Depression in the United States, some interest rates dropped close to zero. Search the historical database at the Web site of the National Bureau of Economic Research (www.nber.org ) to find out how low interest rates actually dropped and when they were at their lowest. c. Use the Web to find data on a variety of Japanese interest rates from 1985 through 2006. Over what period do you think low interest rates may have become a policy problem? You might wish to start with the Economagic Web site (http://www.economagic.com/bjap.htm ). Changing Views of Liquidity Traps. After he became Federal Reserve Chairman, Ben Bernanke no longer advocated a policy of increasing expectations of inflation in order to escape from a liquidity trap. What factors do you think might influence the Chairman of the Federal Reserve to disavow an inflationist policy? (Related to Application 1 on page 318.) Investigating Political Business Cycles. Use the Web site for the Federal Reserve Bank of St. Louis (www.research.stlouisfed.org/fred2 ) to find historical data on unemployment rates. Use these data to explore whether unemployment behaves differently in the first two years of a presidential term than in the final two years. Are there any systematic differences in unemployment between Democratic and Republican presidencies? (Related to Application 2 on page 323.)
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Understanding the Economics of the Adjustment Process



As the price level increases, the demand for money and interest rates . If output is above below employment, we expect wages and prices to rise, money demand to increase, and interest rates to fall. (True/False) An increase in the money supply will have no effect on the real rate of interest in the long run. (True/False) A decrease in government spending will interest rates in the long run.
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Understanding Japanese Fiscal Policy. Japan’s finance ministry agreed to income tax cuts to combat a decade-long recession in the 1990s—but only if national sales taxes were increased several years later. a. What would you expect to be the short-run effect of the income tax cuts? Draw a graph to show this effect. b. What would you expect to be the long-run effect of the income tax cuts? Draw a graph to show this effect. c. Why did the Finance Ministry require an increase in sales taxes several years later? d. What was the Policy FinancePrevent MinistryCrowding trying to prevent? Can Monetary Out? Explain what is wrong with this quote: “In the long run, we do not have to worry about increased government spending causing crowding out, because the Fed can always increase the money supply to lower interest rates to prevent this.” Increasing Health Spending and Economic Growth. Analyze how the following factors associated with increased spending on health care might affect economic growth. (Related to Application 3 on page 328.) a. With increased longevity, workers will need to postpone their retirement in order to save more for old age. b. Households may cut down on purchases of consumer durables to spend more on health. c. Households may reduce their savings in order to spend more on health care. d. New and expensive technologies allow people to live longer. Real Rates, Nominal Rates, and Inflation. Milton Friedman emphasized that, in the long run, increases in the money growth rate (which cause higher inflation) would raise interest rates, not lower them. Explain why this is true in the long run, when the economy returns to full employment. Why might this not be true in the short run? Use the concepts of real and nominal rates in your answers. Elderly Relying on Income from Their Past Savings. Explain why elderly people relying on income from their investments might want to have an increase in long run government spending for its effects on financial markets. Tax Increases and Crowding In. Using an aggregate demand and aggregate supply graph, show how tax increases for consumers today will eventually lead to lower interest rates and crowd in investment spending in the long run.
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Classical Economics in Historical Perspective



Professors Don and Franco developed the adjustment-process model used in this chapter. Keynes’s objection to Say’s law was that it is possible for demand to create its own supply. (True/False) Today, some economists might claim that Say’s law holds in the run, but not the run. David Ricardo and John Stuart Mill are known as economists.
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Mil ton Fri edman and the Great Dep ressi on. Economist Milton Friedman was an opponent to activist stabilization policy. His views on economic policy were greatly influenced by his interpretation of the Great Depression. Search the Web for discussions of Friedman’s views on the Great Depression and discuss how they may have affected his attitudes toward stabilization policy. You may want to start with the entry at http://www.econlib.org/library/Enc/bios/ Friedman.html (accessed April 21, 2010).
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As the financial crisis spread in 2008, central banks around the world increased the supply of money and liquidity, and governments borrowed extensively and incurred increasing amounts of government debt. Increases in the supply of money and debt are often precursors for inflation. Although a slack economy limited any inflationary pressures and, in some cases, led to mild deflation, there were concerns by some that inflation would inevitably follow in the nottoo-distant future. One traditional indicator of a fear of inflation was the price of gold. From 2005 to 2012, the price of an ounce of gold rose from approximately $400 to $1600, an increase by a factor of three! This was precisely during the same period when stock markets worldwide first rose and then sharply fell. Commercials for investing in gold products appeared on cable television and radio stations throughout the country. Gold, however, is a very risky investment and not suitable for most people. An alternative strategy some investors use is to buy Treasury Inflation Protected Securities—or TIPS. These securities provide investors with guaranteed purchasing power, but typically with a lower return. Buying insurance against inflation is costly—it is much better if central banks do not let inflation develop in the first place.



LEARNING •



OBJECTIVE



S



Describe how an economy at full employment with inflation differs from one without inflation.



•



Explain the relationship between inflation and unemployment in the short run and long run.



•



Discuss why increasing the credibility of a central bank can reduce inflation.



•



Define the velocity of money.



•



Identify the srcins and causes of hyperinflation.



MyEcon Lab MyEcon La b helps you master each objective and study more efficiently.
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CHAPTER 16 • THE DYNAMICS OF INFLATION AND UNEMPLOYMENT



i



n this chapter, we integrate two themes we’ve been stressing separately: • In the short run, changes in money growth affect real output and real GDP. • In the long run, the rate of money growth determines the rate of inflation, not real GDP.



Economic policy debates often concern inflation and unemployment because they affect us all so directly. We will look at the relationships between inflation and unemployment, examining macroeconomic developments in the United States in the last several decades. We also explore why heads of central banks typically appear to be strong enemies of inflation. Although the United States had serious difficulties fighting inflation in the 1970s and 1980s, other countries have, at times, had much more severe problems with inflation. In this chapter, we’ll study the srcins of extremely high inflationary periods and their links to government budget deficits.



16.1 Money Growth, Inflation, and Interest Rates An economy can, in principle, produce at full employment with any inflation rate. No “magic” inflation rate is necessary to sustain full employment. To understand this point, consider the long run when the economy operates at full employment. As we have seen, in the long run, money is neutral. If the Federal Reserve increases the money supply at 5 percent a year, annual inflation will be 5 percent. That is, prices in the economy will rise by 5 percent a year.



Inflation in a nominal wages Wages expressed in current dollars. real wage The wage rate paid to employees adjusted for changes in the price level. money illusion Confusion of real and nominal magnitudes.



expectations of inflation The beliefs held by the public about the likely path of inflation in the future.



Steady State



Let’s think about how this economy looks in this “steady state” of constant inflation. The nominal wages—wages in dollars—of workers are all rising at 5 percent a year. However, because prices are also rising at 5 percent a year, real wages—wages adjusted for changes in purchasing power—remain constant. Some workers may feel cheated by the inflation. They might believe that without inflation, they would experience real-wage increases, because their nominal wages are rising 5 percent a year. Unfortunately, these workers are wrong. They suffer from what economists call money illusion, a confusion of real and nominal magnitudes. Here’s the source of the illusion: Because real wages are constant, the only reason nominal wages are rising by 5 percent a year is the general 5 percent inflation. If there were no inflation, nominal wages would not increase at all. After a time, everyone in the economy would begin to expect the 5 percent annual inflation that had occurred in the past to continue in the future. Economists call this belief expectations of inflation. People’s expectations of inflation affect all aspects of economic life. For example, in the steady-state economy we just described, automobile producers will expect to increase the price of their products by 5 percent every year. They will also expect their costs—of labor and steel, for example—to increase by 5 percent a year. Workers will begin to believe the 5 percent increase in their wages will be matched by a 5 percent increase in the prices of the goods they buy. Continued inflation becomes the normal state of affairs, and people build it into their daily decision making. For example, they expect the price of a car to be 5 percent higher next year and will take that into consideration when they go shopping for a new car. INFLATION EXPECTATIONS AND INTEREST RATES When the public expects inflation, real and nominal rates of interest will differ because we need to account for inflation in calculating the real return from lending and borrowing. Recall that the nominal interest rate—the rate quoted in the market—is equal to the real rate of interest plus the expected inflation rate. If the real rate of interest is 2 percent and
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inflation is 5 percent a year, the nominal interest rate will be 7 percent. Although lenders receive 7 percent a year on their loans, their real return after inflation is just 2 percent. In an earlier chapter you saw that in the long run, the real rate of interest does not depend on monetary policy because money is neutral. That is, even though the money supply may be higher or lower, the price level will be higher or lower. However, nominal rates of interest do depend on monetary policy, because whether the Fed expands or contracts the money supply affects the rate of inflation, which in the long run is determined by the growth of the money supply. As Nobel Laureate Milton Friedman pointed out, countries with higher money growth typically have higher nominal interest rates than countries with lower money growth rates because they have higher inflation. If Country A and Country B have the same real rate of interest, but Country A has a higher inflation rate, Country A will also have a higher nominal interest rate. INFLATION EXPECTATIONS AND MONEY DEMAND Money demand—the



amount of money people want to hold—will also be affected by expectations about inflation. If people expect 5 percent inflation a year, then their demand for money will also increase by 5 percent a year. The reason, of course, is that people know everything will cost 5 percent more, so they’ll need more money in their pockets to pay for the same goods and services. This is an example of the real-nominal principle.



REAL-NOMINAL



PRINCIPLE



What matters to people is the real value of money or income—its purchasing power—not the face value of money or income.



As long as the Fed allows the supply of money to increase by 5 percent—the same amount as inflation—the demand for money and its supply will both grow at the same rate. Because money demand and supply are both growing at the same rate, real interest rates and nominal interest rates will not change.



How Changes in the Gro Steady State



wth Rate of Money A



ffect the



If the growth rate of money changes, however, there will be short-run effects on real interest rates. To continue with our example, suppose the public expects 5 percent annual inflation and both the money supply and money demand grow at 5 percent a year. Now suppose the Fed suddenly decreases the annual growth rate of money to 4 percent, while the public continues to expect 5 percent annual inflation. Because money demand grows at 5 percent but the money supply grows at only 4 percent, growth in the demand for money will exceed growth in the supply of money. The result will be an increase in both real interest rates and nominal interest rates. We have seen that higher real rates of interest will reduce investment spending by firms and reduce consumer durable goods spending by households. With reduced firm and consumer demand for goods and services, real GDP will fall and unemployment will rise. The reduction in the growth rate of the money supply is contractionary. In the long run, however, output will return to full employment through the adjustment process described in prior chapters. The economy will eventually adjust to the lower rate of money growth, and inflation will eventually fall from 5 percent to 4 percent per year to match it. In the long run, the real rate of interest will eventually fall and return to its previous value. Nominal interest rates, which reflect expectations of ongoing inflation, will be 1 percent lower, because inflation has fallen from 5 percent to 4 percent per year. Table 16.1 depicts the long-run relationships between money growth, inflation, increases in money demand, and real and nominal interest rates in this example.



331



 332



CHAPTER 16 • THE DYNAMICS OF INFLATION AND UNEMPLOYMENT



TABLE 16.1 Money, Inflation, and Interest Rates in a Steady-State Economy Money Growth Rate



Inflation



Growth in Money Demand



Real Interest Rate



Nominal Interest



4%



4%



4%



2%



6%



5%



5%



5%



2%



7%



This basic pattern fits U.S. history in the late 1970s and early 1980s. At that time, the Federal Reserve sharply decreased the growth rate of the money supply, so interest rates rose temporarily. By 1981, interest rates on three-month Treasury bills rose to over 14 percent from 7 percent in 1978. The economy went into a severe recession, with unemployment exceeding 10 percent. By the mid-1980s, however, the economy returned to full employment with lower interest rates and lower inflation rates. By 1986, Treasury bill rates were below 6 percent. This is another example in which the long-run effects of policy actions differ from their short-run effects. In the short run, a policy of tight money leads to slower money growth, higher interest rates, and lower output. In the long run, reduced money growth results in lower interest rates, lower inflation, and no effect on the level of output.
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SHIFTS IN THE NATURAL RATE OF UNEMPLOYMENT APPLYING THE CONCEPTS #1: How can data on vacancies and unemployment be used to measure shifts in the natural rate?



Economists believe that the natural rate of unemployment changes over time, although they often have difficulty pinning down an exact estimate. Policymakers need to have an accurate assessment of the natural rate to avoid any unnecessary unemployment or prevent inflation from emerging. But how can we estimate changes in the natural rate? One way to estimate the shifts in the natural rate of unemployment is to look at the relationships between job vacancies and unemployment. Normally, the higher the unemployment rate, the fewer job vacancies there will be. This relationship is known as the Beveridge curve. But if the labor market matches individuals with jobs more efficiently, resulting in a decline in the natural rate of unemployment— for example, through the use of Internet searches or new technology—there will be fewer job vacancies corresponding to any level of unemployment. Using a variety of vacancy measures, economist William Dickens found that shifts in the relationship between vacancies and unemployment allowed him to make new estimates of the natural rate. He found that the natural rate was approximately 5 percent in the mid1960s, but then rose in the late 1960s and peaked near 7 percent in the late 1970s and early 1980s. The natural rate began to drift down in the late 1980s and through the 1990s, again reaching the 5 percent level in 2000. It has since remained at this level. Related to Exercise 2.8 .



SOURCE: Based on William Dickens, “A New Approach to Estimating the Natural Rate of Unemployment,” July 2009, paper available at http://www.brookings.edu/papers/2009/07_unemployment_dickens.aspx(Accessed June 2012).
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Understanding the Expectations Phillips Curve:



16.2 The Relationship between Unemployment and Inflation



In the late 1950s, A. W. Phillips was studying British economic data and noticed that lower unemployment was associated with higher inflation. That is, the inflation rate rises when economic activity booms and unemployment is low. Phillips also noticed that the inflation rate falls when the economy is in a recession and unemployment is high. This inverse relationship between unemployment and inflation became known as the Phillips curve. In the early 1960s, Nobel Laureates Paul Samuelson and Robert Solow found a similar relationship between unemployment and the inflation rate in the United States. However, these early studies examined periods when there was no significant underlying inflation, and they did not take into account people’s expectations of inflation. The relationship between unemployment and inflation when we take into account expectation s of inflation is known as the expectations Phillips curve . The expectations Phillips curve was introduced into the economics profession in the late 1960s by Edmund Phelps of Columbia University and Milton Friedman, then at the University of Chicago. The expectations Phillips curve included the notion that unemployment varies with unanticipated inflation. Friedman argued, for example, that when the inflation rate suddenly increases, it is likely that workers did not fully anticipate some of this sudden increase. Actual inflation will then exceed expected inflation. Workers will see their nominal wages increase, but because they do not fully expect this sudden inflation, they will think their real wages have risen. With higher perceived real wages being offered, potential workers will be inclined to accept the jobs firms offer them. As a result, unemployment will fall below the natural rate. That’s why we often see an association between increases in the inflation rate and a decrease in the unemployment rate. After workers recognize that the inflation rate is higher, though, they will incorporate this higher inflation rate into their expectations of inflation. They will no longer confuse the higher nominal wages firms offer with higher real wages. Unemployment will then return to its natural rate. So there is no permanent relationship between the level of unemployment and the level of inflation. Similarly, if the inflation rate falls, workers may not expect some of this fall. Because inflation is less than expected, workers will believe their real wages aren’t rising as fast as they actually are. With lower perceived real wages being offered, potential workers will be less inclined to accept the jobs firms offer them. The unemployment rate will increase as a result. However, once they recognize that inflation is lower than they realized, and that the wages firms offered them really aren’t that low, workers will be more inclined to accept work. Unemployment will then again return to the natural rate. So a decrease in the inflation rate is likely to be associated with temporary increases in unemployment. Later in this chapter we’ll see an example of this relationship between inflation and unemployment in the late 1980s and early 1990s. A “disconnect” between what people expect and what ultimately occurs can adversely affect the economy, as we’ll see next. Table 16.2 summarizes the key points about the expectations Phillips curve.



TABLE 16.2 Expectations and Business Fluctuations When the economy experiences a …



Unemployment is …



Inflation is …



boom



below the natural rate.



higher than expected.



recession



above the natural rate.



lower than expected.



expectations Phillips curve The relationship between unemployment and inflation when taking into account expectations of inflation.
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A re th e P u b l ic ’ s E xp e c ta t io n s a b o u t In f l a t io n Ra t io n a l ?



rational expectations The economic theory that analyzes how the public forms expectations in such a manner that, on average, it forecasts the future correctly.



As we just saw, expectations about inflation affect actual inflation because workers and firms build their inflation forecasts into their wage- and price-setting decisions. Mistakes in predicting inflation therefore have consequences. But how do workers and firms form inflation expectations in the first place? And, second, when do they form their inflation expectations? Two broad classes of theories attempt to explain how the public forms its expectations of inflation. Some economists and psychologists, including Nobel Laureate Herbert Simon, believe the public uses simple rules of thumb to predict future inflation. One such rule of thumb might be to assume next year’s inflation rate will be the same as this year’s. According to this view, it is unreasonable to expect too much sophistication from the public because of the complexity of the economy and the difficulty of forecasting it. In the 1970s, a group of economists led by Nobel Laureate Robert E. Lucas, Jr., from the University of Chicago developed an alternative view, called the theory of rational expectations. The rational expectations theory portrayed workers and firms as much more sophisticated, basing their expectations on all the information available to them. According to the theory, the public, on average, anticipates the future correctly. Although the public may make mistakes in specific instances, on average, people’s expectations are rational or correct. The two approaches—rules of thumb versus rational expectations—tend to deliver similar predictions when the economy is very stable and there are no major policy changes. However, when there are major policy changes—for example, when the government introduces new policies to fight inflation or reduce federal deficits—the two approaches predict different outcomes. The rational expectations theory predicts the public will anticipate the consequences of these policies and change its expectations about inflation accordingly; the rule-of-thumb theory says it won’t. Which view is correct? The truth lies somewhere in the middle. On the one hand, sophisticated firms, such as Microsoft and Walmart, do appear to take advantage of available information. On the other hand, a considerable amount of inertia and nonrationality appears to enter into the general public’s decision-making process. And sometimes the public may be rational about small signals but miss the big picture. For example, during the stock-market boom in the late 1990s, investors may have had an accurate assessment of which tech stocks were relatively more promising but failed to recognize that all tech stocks were overvalued. The other major issue is the question of when inflation expectations are formed. As we discussed in Chapter 9, both workers and firms often make explicit long-term contracts or enter into implicit long-term agreements. With long-term contracts, workers and firms must make forecasts far into the future. For example, if a union is negotiating wages for three years, it will need to forecast inflation three years into the future and negotiate current and future wages today based on that forecast. Making decisions this far in advance is clearly very difficult, so it is understandable that mistakes can occur. Indeed, workers and firms can be quite rational but still make mistakes when predicting inflation simply because of the long time frames involved. Wage contracts set in the early 1980s, for example, would have “rationally” anticipated continued high inflation, although changes in monetary policy brought inflation below what was predicted.



U.S. Inflation and



Unemployment in the 1980s



We can use the expectations Phillips curve to help understand the patterns of inflation and unemployment that occurred in the 1980s. For the sake of this discussion, we will assume workers and firms follow relatively simple rules of thumb and that sudden increases in inflation are partly unanticipated and thus accompanied by lower unemployment. Conversely, sudden decreases in inflation are accompanied by temporarily higher unemployment.
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When President Jimmy Carter took office at the beginning of 1977, the inflation rate was approximately 6.5 percent per year and unemployment exceeded 7 percent of the labor force. By 1980, inflation had risen to 9.4 percent. There were two reasons for this increase. First, utilizing expansionary policy, the Carter administration had steadily reduced unemployment to under 6 percent by 1979. Because the natural rate of unemployment was close to 6 percent of the labor force at that time, reducing unemployment below this rate led to an increase in the annual inflation rate. Second, there was an oil shock in 1979, which also contributed to higher inflation. Fears of even higher inflation led President Carter to appoint a well-known inflation fighter, Paul Volcker, as chairman of the Federal Reser ve. Volcker immediately began to institute a tight money policy, and interest rates rose sharply by 1980. When President Ronald Reagan took office, he supported Volcker’s policy. Eventually, high real-interest rates took their toll, and unemployment rose to over 10 percent by 1983. As actual unemployment exceeded the natural rate of unemployment, the inflation rate fell, just as the expectations Phillips curve predicted. By 1986, the inflation rate fell to approximately 2.7 percent per year with unemployment at 7 percent of the labor force. The severe recession had done its job in reducing the inflation rate. However, as we can see in Figure 16.1, after 1986 the unemployment rate began to fall again, from about 7 percent to a little over 6 percent in 1987. Notice that as actual unemployment fell below the natural rate (which, at that time, was about 6.5 percent), inflation began to rise, increasing from about 2.75 to 3 percent. By 1989, as unemployment continued to fall, annual inflation had risen to 4.5 percent, and the Fed then raised interest rates to combat it. The Fed’s action reduced output and increased unemployment to over 7 percent. Notice that by 1992, inflation had fallen dramatically because unemployment exceeded the natural rate. By the time President George H. W. Bush took office in 1989, actual unemployment was below the natural rate of unemployment, inflation had been rising, and the Fed started slowing down the economy. The rate of inflation was eventually reduced, but the recovery back to full employment in 1992–1993 came too late in Bush’s term for the voters to fully appreciate, and he lost his bid for reelection.
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FIGURE 16.1



The Dynamics of Inflation and Unemployment, 1986–1993 Inflation rose and the unemployment rate fell below the natural rate. Inflation later fell as unemployment exceeded the natural rate. SOURCE: Economic Report of the President (Washington, D.C.: U.S. Government Printing Office, yearly).
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Shifts in the Natural Rate of



Unemployment in the 1990s



Up to this point, our analysis assumes that the natural rate of unemployment is a constant—say, for example, 5 percent of the labor force. If actual unemployment falls below this constant rate (the economy is hot, in other words), inflation will tend to increase. Similarly, if the actual unemployment exceeds 5 percent (the economy is sluggish), inflation will fall. But the natural rate of unemployment can shift over time. At the beginning of the 1980s in the United States, most economists believed that the natural rate of unemployment was between 6 or 7 percent. By the late 1990s, many economists had begun to believe the natural rate of unemployment had fallen to about 5 percent. What can shift the natural rate of unemployment? Economists have identified a number of factors: • Demographics. The composition of the workforce can change, decreasing the natural rate. For example, we know teenagers have higher unemployment rates than adults. If changes in population lead to a lower percentage of teenagers in the labor force, we would expect the natural rate of unemployment to decrease. In the 1990s, the share of teenagers in the labor force fell. This change in demographics appears to have been what caused the natural rate of unemployment to decline in the United States. • Institutional changes. Changes in laws, regulations, and economic institutions can influence the natural rate of unemployment. Suppose the government shortens the length of time unemployed workers can collect benefits. We would then expect the unemployed to return to work more rapidly and the natural rate of unemployment to fall. Some economists have argued that the rise of temporary employment agencies in the United States during the 1990s made the labor market more efficient. Workers were matched more quickly with jobs, and this contributed to the decline of the natural rate. In Europe, a very different set of institutional factors had the opposite result: Generous benefits for the unemployed increased the time they spent unemployed. Restrictions on employers making it difficult to fire workers led them to hire fewer people in the first place. Both these factors raised the natural rate of employment. • The recent history of the economy. Some economists believe the economic performance of the economy itself may influence the natural rate of unemployment. Suppose the economy goes into a long recession. During that time, many young people may not be able to find jobs and will fail to develop a strong work ethic. Other workers may lose some of their skills during a prolonged period of unemployment. Both factors could lead to longer-term unemployment and an increase in the natural rate of unemployment. • Changes in growth of labor productivity. If the growth rate in labor productivity falls, wages must also rise more slowly because they are tied to productivity increases in the long run. However, if workers don’t realize this, they might continue to push for higher nominal wage increases and be less inclined to accept lower nominal wages. This will increase the natural rate of unemployment. Similarly, if productivity growth is higher than anticipated, wages will rise more quickly because firms will be willing to pay more to retain their workers and recruit new ones. As a result of this unexpected productivity growth, workers may not be as aggressive in asking for additional nominal wage increases because theytoare pleased with what and theythis arewill already getting.lower Theythe will be more inclined accept these wages, effectively natural rate of unemployment. Some economists believe this in fact happened in the late 1990s when productivity growth soared and the natural rate of unemployment temporarily fell. Actual unemployment fell to near 4 percent without any visible signs of increasing inflation. Of course, once workers in the economy understand that a shift in productivity growth has occurred, the natural rate will return to its srcinal value, closer to, say, 5 percent.
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INCREASED POLITICAL INDEPENDENCE FOR THE BANK OF ENGLAND LOWERED INFLATION EXPECTATIONS APPLYING THE CONCEPTS #2: Can changes in the way central banks are governed affect inflation expectations?



On May 6, 1997, the then-chancellor of the exchequer in Great Britain, Gordon Brown, announced a major change in monetary policy. From that time forward, the Bank of England would be more independent from the government. Although the government would still retain the authority to set the overall goals for policy, the Bank of England would be free to pursue its policy goals without direct political control. Mark Spiegel, an economist with the Federal Reserve Bank of San Francisco, studied how the British bond market reacted to the policy change. He compared the interest rate changes on two types of long-term bonds: British bonds that are automatically adjusted (or indexed) for inflation (such as TIPS in the United States) and bonds that are not. The difference between the two interest rates primarily reflects expectations of inflation. Thus, if the gap narrowed following the policy announcement, this would be evidence that the new policy reduced expectations of inflation. If it did not, the announced policy would have had no effect on inflation expectations. After the announceme nt, the gap narrowed, and Spieg el con clu ded the announcement did, indeed, cause expectations about inflation to fall by about half a percentage. Related to Exercise 3.5 . SOURCE: Based on “British Central Bank Independence and Inflation Expectations,” Federal Reserve Bank of San Francisco Economic Letter, November 28, 1997.



How the Credibility of a Nation’s Central Bank



16.3 Affects Inflation Why are the heads of central banks, such as the chair of the Federal Reserve Board of Governors, typically very conservative and constantly warning about the dangers of inflation? The basic reason is that these monetary policymakers can influence expectations of inflation, and expectations of inflation will influence actual behavior of workers and firms. For example, when workers anticipate inflation, they will push for higher nominal wages. When firms anticipate inflation, they will set their prices accordingly. If policymakers are not careful in the way they respond to expectations of inflation, they can actually make it difficult for a society to fight inflation. Consider an example. A large union is negotiating wages for workers in the auto and steel industries. If the union negotiates a very high nominal wage, other unions will likely follow, negotiating for and winning higher wages. Prices of autos and steel will inevitably rise as a result, and the Fed will begin to see higher inflation emerge. Suppose the Fed has been keeping the money supply constant. What are its options? We depict the Fed’s dilemma in Figure 16.2. By setting a higher nominal wage, the union shifts the aggregate supply curve from AS0 to AS1. The Fed then has a choice: • initially Keep thefallmoney and aggregate demand at AD 0. The economy will into a supply recession. • Increase the money supply and raise aggregate demand from AD0 to AD1. This will keep the economy at full employment but lead to higher prices. The actions of the union will depend on what its leaders expect the Fed to do. On the one hand, if they believe the Fed will not increase aggregate demand, their actions will trigger a recession. Union leaders know this and might be reluctant to negotiate a high
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FIGURE 16.2



Choices of the Fed: Recession or Inflation If workers push up their nominal wages, the aggregate supply curve will shift from AS0 to AS1. If the Fed keeps aggregate demand constant at AD0, a recession will occur at point a, and the economy will eventually return to full employment at point c. If the Fed increases aggregate demand, the economy remains at full employment at b, but with a higher price level.
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wage because of it. If they don’t negotiate an increase in nominal wages, the economy will remain at full employment and there will be no increase in prices. On the other hand, if union leaders believe the Fed will increase aggregate demand, they have nothing to lose and will push for higher nominal wages. The result will be higher prices in the economy. As this example illustrates, expectations about the Fed’s determination to fight inflation will affect behavior in the private sector. If the Fed is credible in its desire to fight inflation, it can deter the private sector from taking aggressive actions that drive up prices. This is the reason the heads of central banks are conservative, preferring to risk increasing unemployment rather than inflation. For example, having a conservative chair of the Fed, someone who strongly detests inflation, sends a signal to everyone in the economy that the Fed will be unlikely to increase the money supply, regardless of what actions are taken in the private sector. After experiencing relatively high average inflation from 1955 to 1988, New Zealand took a different approach to ensure the credibility of its central bank. Since 1989, the central bank has been operating under a law that specifies its only goal is to attempt to maintain stable prices, which, in practice, requires it to keep inflation between 0 and 2 percent a year. This policy sharply limits the central bank’s ability to stabilize real GDP, but it does signal to the private sector that the central bank will not be increasing the money supply, regardless of the actions taken by wage setters or unions. Our example suggests that with a credible central bank, a country can have lower inflation without experiencing extra unemployment. Some political scientists and economists have suggested that central banks that have true independence from the rest of the government, and are therefore less subject to political influence, will be more credible in their commitment to fighting inflation. There is evidence to support this conjecture. Figure 16.3 plots an index of central bank independence against average inflation rates from 1980 to 1989 for 10 countries. The points appear to lie along a downward-sloping line, meaning more independence is associated with lower inflation. Germany had the highest index of central bank independence and the lowest inflation rate in this group. Another piece of evidence that credible banks can lower inflation safely is provided by the changes that occurred in the United Kingdom in the late 1990s. As our discussion illustrates, how a central bank influences expectations is important for understanding the behavior of prices and output in an economy. Understanding how the private sector forms its inflation expectations in the first place is also important. Economists have used the theory of rational expectations we discussed earlier to explain the credibility of central banks. In our example, the theory of rational expectations implies the union will, on average, anticipate whether the Fed will expand the money supply in the face of wage increases. A credible Fed will tend to deter wage increases by not expanding the money supply. Many economists believed Fed Chairman Alan Greenspan was very credible in his determination to
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fight inflation. This in itself helped reduce inflation during the 1990s. People expected that Greenspan would refuse to set out the “punch bowl” of money (see Chapter 15), and they were right. But suppose someone does not believe the central bank will control inflation. Does that person have any recourse? In the United States and some other countries, he or she does. As we mentioned in the chapter-opening story, the U.S. government now sells bonds—TIPS—that protect an investor from inflation. Investors can protect themselves from unexpected inflation by buying TIPS. 80
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FIGURE 16.3



How Central Bank Independence Affects Inflation Countries in which central banks are more independent from the rest of the government have, on average, lower inflation rates.
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SOURCE: Based on selected data in Table 5 of “Measuring the Independence of Central Banks and Its Effect on Policy Outcomes,” Alex Cukierman, Steven Webb, and Bilin Neyapti , The World Bank Economic Review, 6:3, 353–398 .
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THE ENDS OF HYPERINFLATIONS APPLYING THE CONCEPTS #3: Why do hyperinflations end suddenly?



In a classic study of four major hyperinflations, Nobel Laureate Thomas J. Sargent noticed that they ended rather quickly and the ends all followed similar patterns. Sargent studied the hyperinflations after World War I in Germany, Austria, Hungary, and Poland, some of the most dramatic in world history. In each case, the hyperinflation ended with the creation of a central bank and change in the way that governments were financed. No longer would the country rely on its central bank to finance its debt. Instead, debt was sold to private parties who would value the debt based on the ability of the government to meet interest and principal payments from taxes. Once the governments made these reforms, there was an abrupt end to the hyperinflations and an actual increase in the demand for money in real terms by the private sector. Sargent used these historical episodes to emphasize how hyperinflations were ultimately caused by fiscal policy that was financed by money creation and not taxes. He also suggested that inflation could be tamed rather easily once fiscal reforms were made. While most economists agree with Sargent’s views on the ends of hyperinflation, there is less agreement that moderate inflations can be ended simply by changing fiscal regimes and not enduring a recession. Related to Exercises 5.5 and 5.6 . SOURCE:. Thomas J. Sargent, “The Ends of Four Big Inflations,” in Inflation: Causes and Effects , Robert E. Hall (ed.), Chicago: U of Chicago Press, 1982, pp. 41–98. Available at: http://www.nber.org/chapters/c11452.
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16.4 Inflation and the Velocity of Money



velocity of money The rate at which money turns over during the year. It is calculated as nominal GDP divided by the money supply.



Countries sometimes experience stunning inflation rates. For example, in 15 months from August 1922 to November 1923, the price level in Germany rose by a factor of 10 billion! To explain these extremely high inflation rates and their relationship to money growth, we now introduce a concept that is closely related to money demand: the velocity of money. The velocity of money is defined as the ratio of nominal GDP to the money supply: velocity of money



=



nominal GDP money supply



One useful way to think of velocity is that it is the number of times money must change hands, or turn over, in economic transactions during a given year for an economy to reach its GDP level. To understand this, consider a simple example. Suppose nominal GDP is $5 trillion per year and the money supply is $1 trillion. The velocity of money in this economy will then be as follows: velocity



+ 5 trillion per year =



=



+ 1 trillion



5 per year



In this economy, the $1 trillion money supply has to change hands, or turn over, five times a year to purchase the $5 trillion of nominal GDP. If the money supply turns over five times in one year, this means people are holding each dollar of money for 365 days/5, or 73 days. If velocity is very high, people turn money over very quickly on average and do not hold it for a long time. If velocity is low, people turn over money slowly and hold onto it longer. To further understand the role of money and velocity, let’s rewrite the definition of velocity as money supply or



quantity equation The equation that links money, velocity, prices, and real output. In symbols, we have M * V P * y. =



*



M



velocity



*



V



=



P



=



*



nominal GDP y



where M is the money supply, V is the velocity of money, P is a price index for GDP, and y is real GDP. This equation is known as the equation of exchange, or the quantity equation. On the right side, P * y is nominal GDP. It is the product of the price index and real GDP. It also represents total nominal spending. On the left side, the money supply, M, is multiplied by V, the velocity, or turnover rate, of money. As you can see, the quantity equation links the money supply and velocity to nominal GDP. If velocity is predictable, we can usethe quantity equation and the supply of money to predict nominal GDP. But it’s not quite that easy; the velocity of money does vary over time. Figure 16.4 plots the velocity of M2 (the measure of the money supply that includes currency, demand deposits, savings accounts, time deposits, and deposits in money market mutual funds) in the United States between 1959 and 2011. During this period, velocity reached a low of around 1.6 in the 1960s and a high of 2.1 in the late 1990s. In other words, the total amount of M2 held by the public turned over between 1.6 and 2.1 times a year for the U.S. economy to reach nominal GDP. We can use the basic quantity equation to derive a closely related formula for understanding inflation in the long run: growth rate of money + growth rate of velocity



growth version of the quantity equation An equation that links the growth rates of money, velocity, prices, and real output.



=



growth rate of prices



+



growth rate of real output



We will call this the growth version of the quantity equation . Here is how to use this formula: Suppose money growth is 10 percent a year, the growth of real
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FIGURE 16.4



The Velocity of M2, 1959–2011 SOURCE: Federal Reserve Bank of St. Louis.
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output is 3 percent a year, and velocity has zero growth (it is constant). Then the rate of growth of prices—the inflation rate, in other words—is 10 percent



+



0 percent



=



growth rate of prices



7 percent



=



growth rate of prices (inflation)



+



3 percent



Inflation will be 7 percent a year. The formula allows for real economic growth and for growth in velocity. For example, if velocity grew during this period at the rate of 1 percent a year instead of zero, the annual inflation rate would be 8 percent (10 + 1 - 3). Economists use this formula to provide quick estimates of the inflation rate. As we’ve learned, there is a definite link between increases in the growth of money and the rate of inflation. Inflation was lowest in the 1950s, when money growth was lowest. It was also highest in the 1970s, when money growth was highest. The link is not perfect, because real GDP and velocity grew at different rates during these two decades. However, years of economic research have revealed that sustained increases in money growth will, indeed, lead to inflation. The links between money growth and inflation are particularly dramatic when money growth is extremely high. But what leads countries to vast increases in their money supply? We’ll explore that next.



16.5 Hyperinflation The inflat ion rat es observ ed in the Uni ted States in the last 40 years are insignificant compared to some of the inflation rates around the world throughout history. Economists call very high inflation rates—over 50 percent per month, which is approximately 13,000 percent per year— hyperinflation . One of the first hyperinflation studies was conducted by Phillip Cagan of Columbia University in the 1950s. TableHungary, 16.3 presents data from his study. Greece, and selected Russia are three countries that have experienced hyperinflation. According to the data in Table 16.3, for a period of one year, Greece had a monthly inflation rate of 365 percent. A monthly inflation rate of 365 percent means



hyperinflation An inflation rate exceeding 50 percent per month.
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TABLE 16.3 Hyperinflations and Velocity Monthly Rate of Inflation



Country



Dates



Greece



November 1943 to November 1944



Hungary



August 1945 to July 1946



Russia



December 1921 to January 1924



Monthly Rate of Money Growth



Approximate Increase in Velocity



365%



220%



14.00



19,800%



12,200%



333.00



57%



49%



3.70



SOURCE: Adapted from Phillip Cagan, “The Monetary Dynamics of Hyperinflation,”in Studies in the Quantity Theory of Money, ed. Milton Friedman (Chicago: University of Chicago Press, 1956), 26.



the priceincrease level rises percent is by a factor of 4.65 each month. If the price level rises by 4.65, its 4.65 - 1 1



=



3.65



=



365 percent



To get a sense of what a 365 percent inflation rate means, suppose we had inflation of this magnitude in the United States. At the beginning of the month, $1 could buy a large order of French fries. Because prices are rising by a factor of 4.65 each month, by the end of the month it would take $4.65 to buy the same order of French fries, and $1 by the end of the month would be worth only 21.5 cents (1/4.65 = 0.215, or 21.5 cents). After two months, a dollar would be worth only 4.6 cents (0.215 * 0.215 = 0.046). Suppose this inflation continues month after month. After one year, a dollar bill would be worth only 1 millionth of 1 cent! In hyperinflations, money doesn’t hold its value very long. In Hungary after World War II prices rose by 19,800 percent each month. The hyperinflation in Russia in the early 1920s seems moderate by comparison: Prices there rose by only 57 percent per month. However, hyperinflations have also occurred in recent times. Table 16.4 presents data on three hyperinflations during the 1980s—in Bolivia, Argentina, and Nicaragua, all averaging about 100 percent per month. TABLE 16.4 Hyperinflations in the 1980s Monthly Rate of Inflation



Monthly Money Growth Rate



Country



Year



Yearly Rate of Inflation



Bolivia



1985



1,152,200%



118%



Argentina



1989



302,200



95



93



Nicaragua



1988



975,500



115



66



91%



SOURCE: International Financial Statistics, International Monetary Fund.



On the basis of the quantity theory, we suspect these hyperinflations must have all been caused by money growth. You can see this in the data. For example, in Greece, the monthly inflation of 365 percent was accompanied by money growth of 220 percent. In Hungary, the monthly inflation of 19,800 percent was accompanied by money growth of 12,200 percent. The value of money deteriorates sharply during hyperinflations and no longer serves as a good store of value. In these extreme circumstances, we would expect people wouldn’t want to hold money very long but would immediately try to spend it. In other words, the velocity of money should increase sharply during hyperinflations. This is precisely what happens. The last column of Table 16.3 shows how velocity increases during hyperinflations. In the hyperinflation in Greece, velocity increased by a factor of 14. In the hyperinflation in Hungary, velocity increased by a factor of 333.
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During hyperinflations, money doesn’t facilitate exchange well. Because prices are changing so fast and unpredictably, there is typically massive confusion about the true value of commodities. Different stores may be raising prices at different rates, so the same commodities may sell for radically different prices. People spend all their time hunting for bargains and the lowest prices, a process that becomes very costly in human terms. Hyperinflation also means people have less time to produce goods and services. No country can easily live very long with a hyperinflation. The government must take swift measures to end a hyperinflation before it completely destroys the economy.



How Budget D



eficits Lead to



Hyperinflation



If the cause of hyperinflations is excessive money growth, why do governments allow the money supply to grow so fast, risking economic catastrophe? The answer lies in the way some governments finance their deficits—the gap between government spending and revenues. A government must cover its deficit in some way. If a government wants to spend $1,000 but is collecting only $800 in taxes, where can it get the needed $200? One option is to borrow the $200 by selling government bonds—IOUs—to the public. In the future, the government will have to repay the $200 in bonds plus the interest the public earns on them. Another alternative is to create $200 of new money. All governments have the ability to run the printing presses and come up with $200 in new currency. The revenue raised from money creation is called seignorage. In principle, governments can do a combination of both—selling bonds and printing money—as long as the deficit is covered: government deficit



=



new borrowing from the public



+



seignorage Revenue raised from money creation.



new money created



Now we are in a position to understand how hyperinflations srcinate. Consider Hungary after World War II. The country’s economy was destroyed by the war, and its citizens were demanding government services. The government had limited ability to collect taxes because of the poor state of the economy, but it gave in to the demands from its citizens for spending at levels that far exceeded what it could collect. The result was a large deficit. Then the government faced a problem: How would it finance this large deficit? No individuals or governments wanted to buy bonds or IOUs from Hungary (lend it money) because the country’s economy was in such bad shape that prospects for repayment in the near future were grim. Unable to borrow, Hungary resorted to printing money at a massive rate. The result was hyperinflation. A more recent example of a devastating hyperinflation occurred in Zimbabwe, beginning in 2007. What were the causes of this hyperinflation? To end hyperinflation, governments must eliminate their budget deficits by either increasing taxes, cutting spending, or both. This, of course, will cause some economic pain, but there is no other remedy. Once the deficit has been cut and the government stops printing money, the hyperinflation will end. Without money growth to feed it, hyperinflation will quickly die of starvation. Economists who emphasize the role the supply of money plays in determining nominal income and inflation are called monetarists . The most famous monetarist was Milton Friedman, who studied complex versions of the quantity equation and explored the role of money in all aspects of economic life. Friedman had many influential students, such as Phillip Cagan, who is best known for his work on hyperinflations (see Table 16.3). Friedman and Cagan, along with other monetarist economists, pioneered research on the link between money, nominal income, and inflation. During the 1960s, little attention was being paid to the role of money in determining aggregate demand. The work of Friedman and other monetarists was extremely influential in changing the opinions of economic thinkers at that time. Moreover, the monetarists were also insistent that, in the long run, inflation was a monetary problem. Today, most economists agree with them that, in the long run, inflation is caused by growth in the money supply.



monetarists Economists who emphasize the role that the supply of money plays in determining nominal income and inflation.
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 SUMMARY In this chapter, we explored the of unemployment. Economists explain this relationship using the role expectations of inflation expectations Phillips curve. play in the economy and how 4 How the public forms expectations of inflation and the time frame societies deal with inflation. in which it must form them are important factors in understandInterest rates, as well as ing the behavior of inflation and unemployment. Sometimes the changes in wages and prices, public uses rules of thumb to form expectations; other times it both reflect expectations of may use rational expectations. inflation. These expectations depend on the past history of infla5 Monetary policymakers need to be cautious about the statetion and on expectations about central bank behavior. To reduce ments and pronouncements they make because what they say inflation, policymakers must increase actual unemployment above can influence inflation expectations. Conservative central bankthe natural rate of unemployment. We also looked at the ultimate causes of hyperinflations. Here are the key points to remember from ers can dampen expectations of inflation. 6 The quantity equation and the growth version of the quantity this chapter: equation show how money, velocity, and nominal income are 1 In the long run, higher money growth leads to higher inflation and related. The simple quantity equation is higher nominal interest rates. M*V=P*y 2 A decrease in the growth rate of money will initially lead to higher real-interest rates and higher nominal-interest rates. In the long 7 Governments sometimes create new money to finance large portions of their budget deficits. Raising funds through printing run, real rates return to their srcinal level; nominal rates are money is known as seignorage . When governments do this permanently lower because of reduced inflation. excessively, the result is hyperinflation. Stopping hyperinflation 3 The r ate of inflation increases when actual unemployment falls requires closing the government deficit and reducing money below the natural rate of unemployment; the rate of inflation creation. decreases when actual unemployment exceeds the natural rate



KEY TERMS expectations of inflation, p. 330



monetarists, p. 343



rational expectations, p. 334



expectations Phillips curve, p. 333 growth version of the quantity equation, p. 340



money illusion, p. 330 nominal wages, p. 330



real wages, p. 330 seignorage, p. 343



quantity equation, p. 340



velocity of money, p. 340



hyperinflation, p. 341



EXERCISES 16.1 1.1



1.2



1.3



1.4



1.5
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All problems are assignable in



MyEconLab; exercises that update with real-time data are marked with



Money Growth, Inflation, and Interest Rates



The expected real rate of interest is the nominal interest rate plus the expected inflation rate. (True/False) Countries with higher rates of money growth have interest rates. If the growth rate of money increases from 3 to 5 percent, initially interest rates will . A firm that expects higher profits from higher prices but does not recognize its costs are increasing is suffering from . Nominal and Real Interest Rates. In Japan in the 1990s interest rates were near zero on government



1.6



1.7



bonds. Some economists said that it was still possible to stimulate investment by creating negative real interest rates. If nominal rates could not fall below zero, explain how real interest rates could be made negative? (Hint: think about inflation.) Money Neutrality, Long Run Inflation, and the Natural Rate. Explain carefully the relationship between the concept of monetary neutrality and the idea that the natural rate is independent of the long run inflation rate. Taxes, Inflation, and Interest Rates. If a business borrows funds at 10 percent per year, the business has a 40 percent tax rate, and the annual inflation rate is 5 percent, what are the real after-tax costs of funds to the business? Similarly, if an investor receives a



.



 1.8



nominal return of 8 percent on a savings deposit, the tax rate is 30 percent, and the inflation rate is 6 percent, what is the after-tax rate of return? Examples of Money Illusion. What do the following two quotes have in common? a. “My wages are going up 5 percent a year. If only inflation weren’t 5 percent a year, I would be rich.” b. “My bank is paying 10 percent a year, but the 8 percent inflation rate is just eating up all my real investment gains.”



According to the theory of William Dickens, how did this affect the natural rate of unemployment? (Related to Application 1 on page 337.)



16.3 3.1



3.2



16.2



Understanding the Expectations Phillips Curve: The Relationship between Unemployment and Inflation 3.3



2.1



2.2



2.3



2.4



2.5



2.6



2.7



2.8



If inflation increases less than expected, the actual unemployment rate will be (above/ below) the natural rate. Robert E. Lucas, Jr., explained business cycles with rational expectations. (True/False) The increase in the fraction of young people in the labor force that occurred when the baby-boom generation came of working age tended to (raise/lower) the natural rate of unemployment. In the late 1980s, as unemployment fell below the natural rate, inflation . Targeting the Natural Rate? Because the natural rate of unemployment is the economists’ notion of what constitutes “full employment,” it might seem logical for the Fed to use monetary policy to move unemployment toward its natural rate. However, many economists believe such a policy would be unwise because the natural rate may shift over time and policymakers may misjudge the correct rate. What would happen if the Fed targeted a 5 percent unemployment rate but the true natural rate were 6 percent? Explaining a Movement in the Inflation Rate. In Figure 16.1 you can see that inflation rose between 1988 and 1989 with little change in the unemployment rate. Can you explain why? Hysteresis and the Natural Rate of Unemployment. In economics the term “hysteresis” means that the history of the economy has a lingering effect on current economic performance. During the U.S. recession starting in 2007, the number of long-term unemployed grew rapidly and remained high even during recovery.and Why is this a else realas social for the the unemployed everyone well?problem Oil Price Changes, Vacancies, and the Natural Rate. During the mid-1970s, changes in oil prices required products to be produced by different types of firms in different locations. This raised the number of vacancies relative to the unemployment rate.



3.4



3.5



3.6



3.7



How the Credibility of a Nation’s Central Bank Affects Inflation



An aggressive union will shift the aggregate supply curve , causing prices to and real GDP to . In the face of an upward shift in the aggregate supply curve, the Fed can increase the supply of money. This will prevent a recession, but will cause an increase in . The evidence shows that lower inflation rates are associated with central bank . When the Bank of England became independent, inflation expectations . Public Pronouncements and Fed Officials. In addition to political and institutional factors, public pronouncements also affect the credibility of the Fed. When Alan Blinder, a Princeton University professor of economics, was appointed vice-chair of the Federal Reserve in 1994, he gave a speech to a group of central bankers and monetary policy specialists. In that speech, he repeated one of the lessons in this chapter: In the long run, the rate of inflation is independent of unemployment and depends only on money growth; in the short run, lower unemployment can raise the inflation rate. speech caused attacked an uproarhim in the financial press.Blinder’s Some commentators as not being sufficiently vigilant against inflation. Use the idea of credibility to explain why an apparently innocent speech would create such a reaction. (Related to Application 2 on page 342.) Pay Incentives for Fed Officials? In the private sector, the pay of executives is typically tied to the performance of their company. Could this work in the public sector as well? Suppose pay for the chairman of the Federal Reserve is tied to the price of longterm bonds. That is, if bond prices rise, the chairman receives a bonus, but if they fall, the chairman’s salary will decrease. Would this provide a credible incentive for the chairman to keep inflation low? ( Hint: Think of the links between inflation, interest rates, and bond prices.) Do you see any disadvantages to this proposal? Buying Gold to Protect against Inflation. Consider the following statement: “Since gold is a commodity and prices of commodities by definition increase with inflation, buying gold will protect me from any inflationary increases.” Can you point out a possible problem with buying gold to protect yourself against inflation? 345



 16.4 4.1



4.2



4.3



4.4



Inflation and the Velocity of Money



The velocity of money is defined as income divided by the supply of money. The quantity equation links money, velocity, real income, and . If we know the growth of velocity, income, and the money supply, we can explain the rate. If the growth of the money supply is 4 percent a year, velocity decreases by 1 percent, and there is no growth in real output, the inflation rate equals .



16.5 5.1



5.2



5.3



5.4



5.5



Hyperinflation



To finance a budget deficit, a government can either borrow from the public or create . During hyperinflations the velocity of money tends to sharply. Economists call inflation “hyperinflation” when the inflation rate exceeds percent per month. Hyperinflations cannot occur unless the growth rate of is very high. Ending Hyperinflations and the Independence of



4.5



4.6



4.7



Interest Rates thepeople Velocity Money. interest rates areand high, holdofless money.When How would this affect the velocity of money? Using the Quantity Equation. If the growth rate of money is 10 percent per year, annual inflation is 7 percent, and the growth rate of velocity is 1 percent per year, what is the growth rate of real output? Velocity of Money in the United States. Using the Federal Reserve Bank of St. Louis Web site ( www.research.stlouisfed.org/fred2 ), calculate the velocity of M1 and M2 in 1960 and 2000. How have they changed?



5.6



5.7



Central it important create an independent Banks. central Why bank, isone that is nottosubservient to the rest of the government, in order to stop a hyperinflation. (Related to Application 3 on page 344.) Hyperinflation and Barter. Some economists and journalists noticed that during the recent hyperinflation in Zimbabwe that the economy was turning to a barter economy. Why do you think this would occur? (Related to Application 3 on page 344.) Unprofitable Government Enterprises and Inflation. In some developing countries, governments are forced to support large enterprises that persistently lose substantial sums of money. Why might this cause inflation?



ECONOMIC EXPERIMENT MONEY ILLUSION Economists say that people suffer from money illusion if their behavior is influenced by nominal changes that are also not real changes. Consider the following scenarios and be prepared to discuss them in class. a. Erin bought an antique clock for $100. Two years later, Betsy bought an identical clock for $121. Meanwhile, there had been inflation each year of 10
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percent. Both Erin and Betsy sold their clocks to other collectors. Erin sold hers for $130, and Betsy sold hers for $133. Who profited more from her transaction? b. Bob and Pete are traders in classic comic books. A year ago, Bob and Pete each bought the same comic book for $10. Bob sold his a couple of days later for $20. Pete waited a year and sold his for $21. If inflation last year was 6 percent, who made the better deal?



 Macroeconomic Policy Debates



CHAPTER



17



We all know that our nations are faced with great economic challenges. As birth decline, theresources population and the young are called onrates to provide more forages, the elderly. Regardless of the exact nature of the health system, health costs are soaring throughout the world. In part, this is due to increased longevity as well as important technological advances in medical science. And, finally, global competition has reached new heights, providing a wider range of goods and services but creating uncertainties for individual businesses and citizens. Sound economic policy is needed to address these issues but political systems throughout the world at times seem incapable of responding to them. Virtually all countries are racked by debates over the size and role of government, the appropriate level and structure of taxation, and the role that the state should play in our lives. Sometimes these debates become rancorous and counterproductive. How can we calmly and sensibly debate these important economic issues?



LEARNING



OBJECTIVE



S



•



List the benefits and the costs for a country of running a deficit.



•



Summarize the arguments in favor of inflation



•



Describe the key differences between income and consumption taxes.



targeting. MyEcon Lab MyEcon Lab helps you master each objective and study more efficiently.
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a



s a student and citizen, you are inevitably drawn into economic debates. In most cases, the debates are complex because they involve a mixture of facts, theories, and opinions. Value judgments play a large role in economic debates. Your views on the proper role of tax policy, for example, will depend on whether you believe low-income earners should receive a higher share of national income. Your views on the size of government will depend on whether you believe individuals or the government should play a larger role in economic affairs. In previous chapters, you learned the basic vocabulary of economics and studied different theories of the economy. Now you are ready to examine some of the key policy issues in macroeconomics. In this chapter, we will focus on three macroeconomics issues that are the subject of much debate: • Should we balance the federal budget? • Should the Fed target both inflation and employment? • Should we tax consumption rather than income?



17.1 Should We Balance the Federal Budget? Before we begin to consider answers to the question “Should we balance the federal budget?” let’s review some terms from earlier chapters:Government expendituresinclude goods and services purchased by the government and transfer payments, such as Social Security and welfare, made to citizens. Asurplus occurs when the government’s revenues exceed its expenditures in a given year. The government runs adeficit when it spends more than it receives in revenues from either taxes or fees in a given year. The government debt is the total of all its yearly deficits. For example, if a government initially had a debt of $100 billion and then ran deficits of $20 billion the next year, $30 billion the year after that, and $50 billion during the third year, its total debt at the end of the third year would be $200 billion: the initial $100 billion debt plus the successive yearly deficits of $20 billion, $30 billion, and $50 billion. If a government ran a surplus, it would decrease its total debt. For example, suppose the debt were $100 billion and the government ran a surplus of $10 billion. With the surplus, the government would buy back $10 billion of debt from the private sector, thereby reducing the remaining debt to $90 billion. In this chapter, we focus on the government debt held by the public, not the total federal debt, which includes debt held by other governmental agencies. Sometimes popular accounts in the press or on the Web highlight the total federal debt. However, the debt held by the public is the best measure to assess the burden the federal debt can have on the economy.



T h e B ud g e t i n R e c e n t D e c a d e s The fiscal picture for the United States has changed substantially over the last 30 years. Beginning in the 1980s and through most of the 1990s, the federal budget ran large deficits—“deficits as far as the eye can see,” as David Stockman, the director of the Office of Management and Budget in President Reagan’s administration, put it. What Stockman could not see at that point, however, was what would occur in the late 1990s. In fiscal year 1998, during President Clinton’s administration, the federal government ran a budget surplus of $69 billion—its first surplus in 30 years. It continued to run surpluses for the next 3 fiscal years as well. The surplus emerged for two key reasons. First, economic growth was very rapid and tax revenues—including tax revenues from the sales of stocks and bonds—grew more quickly than anticipated. Second, federal budget rules were in place that limited total spending.
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Whe n Presi den t Georg e W. Bus h too k off ice in January 2001, the large surplus led him to propose substantial tax cuts. Bush and Congress then passed a 10-year tax cut amounting to $1.35 trillion over the course of the decade. Although the tax cuts were large, the Congressional Budget Office (CBO) estimated at that time that the federal government would nonetheless continue to run surpluses through 2010. The CBO noted that, as a result of these federal government surpluses, the outstanding stock of federal debt held by the public would be reduced. Because GDP would be growing over this period, the stock of debt relative to GDP, which is the standard way to measure the effect of debt in an economy, would also decline. The CBO estimated that in 2011, the ratio of debt to GDP would fall despite Bush’s tax cuts, in part because the tax cuts were set to expire in 2010. Figure 17.1 depicts the debt/GDP ratio from 1791 to 2011. As you can see, except for a period in the 1980s, typically the ratio rises sharply during wars and the Great Depression and falls during peacetime. With neither a war nor a recession looming on the horizon in early 2001, the CBO predicted that the debt/GDP ratio would be relatively low by the end of the decade. 120 World War II
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FIGURE 17.1



Debt as a Percent of GDP, 1791–2011 The nation’s debt/GDP ratio tends to rise sharply during wars because more spending is needed to finance them. However, the ratio also can rise during peacetime, as it did during the Reagan presidency in the 1980s and since 2008. SOURCES: Congressional



Budget Office, “The Long-Term Budget Outlook,” December 2003, and yearly updates.



MyEcon Lab Real-time data



Unfortunately, a series of events intervened to bring deficits back into the picture and prevent the debt/GDP ratio from and falling. The spending fight against terrorism led to higher spending on homeland security military as wars were launched in Afghanistan and Iraq. The Bush tax cuts, the collapse of the stock market twice during the decade, the recessions that began in 2001 and 2007, and the slow recovery all sharply reduced tax revenues. President Obama’s stimulus package in 2009 added new tax cuts and additional spending, which fueled the deficit. The federal government ran a budget deficit of approximately $1.3 trillion in fiscal year 2011, a far cry
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from the surpluses in the late 1990s. You can see from the last few years of Figure 17.1 that the debt-to-GDP ratio has recently risen. The debt-to-GDP ratio in 2011 was 67.7 percent. Alas, the CBO forecast from 2001 was far off the mark.



Five Debates



about Deficits



As we have seen, federal budgets are affected by a wide range of factors, including wars, demographic pressures, recessions, and the choices our politicians make on spending and taxes. But what principles should guide policymakers? Should they cut spending and raise taxes to reduce the national debt over time? Or does the level of the national debt really matter? Let’s take a look at the debates over the national debt. If a government is spending $2,000 but collecting only $1,600 in taxes, where does it get the $400 needed to fill the gap? One option is to borrow $400 from the public in return for government bonds, which are, in effect, IOUs. In the future the government would have to pay back the $400 plus any interest on the bonds. Another way to cover the gap is simply to create $400 worth of new money. In principle, governments could use a mix of borrowing money and creating money, as long as the total covers its deficits: DEBATE 1: DO DEFICITS LEAD TO INFLATION?



government deficit



monetizing the deficit Purchases by a central bank of newly issued government bonds.



=



new borrowing from the public



+



new money created



In the United States, the Treasury Department issues government bonds to finance the deficit. The Federal Reserve has the option of buying existing government bonds, including those newly issued by the Treasury Department. If the Federal Reserve does purchase the government’s bonds, the purchase creates money by taking debt out of the hands of the public in exchange for money. Economists call the purchase by a central bank of newly issued government debt monetizing the deficit . If governments finance deficits by creating new money, the result will be inflation. In the United States, we normally finance only a very small portion of our deficits by creating money. For example, between 2005 and 2006 the Federal Reserve purchased only $34 billion in government bonds of approximately $330 billion issued by the Treasury during that period. The Fed sold the remainder to the public. However, during the financial crisis, the Fed engaged in massive purchases in securities, adding over a trillion dollars to its balance sheet. However, by paying interest on reserves, it induced banks to hold matching excess reserves and thus prevented the money supply held by the public from increasing. This prevented inflation from emerging. If a country has no options other than creating money to finance its deficits—in other words, if the public is unwilling to buy its bonds, as was the case in Hungary following World War II—those deficits will inevitably cause inflation. As we discussed in Chapter 16 , hyperinflations occur when economies run large deficits and monetize them. Germany and Russia after World War I, Bolivia and Argentina in the 1980s, Russia in the 1990s, and most recently Zimbabwe are just some of the countries that, in addition to Hungary, have endured massive inflations because they monetized their deficits. However, large, stable countries like the United Kingdom, the United States, and Japan don’t monetize much of their debt because they are able to borrow from the public. In these countries, deficits do not lead inevitably to inflation. DEBATE 2: IS GOVERNMENT DEBT A BURDEN ON FUTURE GENERATIONS?



The national debt, another commonly used term for total government debt, can impose two different burdens on society, both of which fall onthe shoulders of future generations. First, a large debt can reduce the amount of capital in the economy and thereby reduce future income and real wages for its citizens. Here’s how.
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The savings of individuals and institutions flow into capital formation and increase an economy’s capital stock. For example, when savers purchase new stocks and bonds, the companies issuing them use the proceeds to invest in plants and equipment. When the government runs a deficit and increases its national debt, it also finances its spending by selling bonds to these same savers, who might hold both types of assets in, say, their retirement portfolios. Further, let’s say that the total amount that the public can save is fixed at $1,000. If the government needs to finance a $200 deficit and does so by selling new bonds, then only $800 in savings is available to invest in private companies. The selling of $200 in government bonds to finance the deficit therefore “crowds out” $200 that could have been raised by private companies. The result of government deficits is that less savings are available to firms for investment. This illustrates one of our basic principles in economics.



PRINCIPLE



OF OPPOR



TUNITY C



OST



The opportunity cost of something is what you sacrifice to get it.



As we discussed in earlier chapters, reduced saving and investment will ultimately reduce the stock of private capital, the building of new factories, and the purchasing of equipment to expand production and raise GDP. As a result, there will be less capital deepening. With lower capital per worker, real incomes and real wages will be lower than they otherwise might have been. The government deficit (caused by increased spending or decreased taxes) comes at a cost in the future. Governments can spend the proceeds of borrowing on investments, such as productive infrastructure—in this case, future real wages and incomes will not be adversely affected. With productive investment, government deficits will not be a burden on society. Second, a large national debt will mean that higher taxes will be imposed on future generations to pay the interest that accumulates on the debt. Just like your college loans, the bill eventually comes due—even for the national debt. hear that these interest are not a real burden because “we owe Sometimes the nationalyou debt to ourselves.” This ispayments a misleading argument for several reasons. First, we don’t owe the interest payments only to ourselves. In 2009, approximately 52 percent of U.S. public debt was held by foreigners. Second, a high proportion of the debt is held by older, wealthy individuals or by institutions, but the taxes levied to service it will be paid by everyone in the United States. Some economists do not believe that government deficits, resulting in government debt, impose a burden on a society. These economists believe in Ricardian equivalence , the proposition that it does not matter whether government expenditure is financed by taxes or financed by issuing debt. This idea is named after David Ricardo, a nineteenth-century classical economist. To understand the case for Ricardian equivalence, consider the following example. A government initially has a balanced budget. It then cuts taxes and issues new debt to finance the deficit left by the reduction in taxes. Everyone understands the government will have to raise taxes in the future to service the debt, so everyone increases savings to pay for the taxes that will be increased in the future. If saving rises sufficiently, the public—everyone—will be able to purchase the new debt without reducing the funds they invest in the private sector. Because net investment doesn’t decline, there will be no debt burden. As you canthe see,deficit Ricardian equivalence requires that byisthe private sector increase when increases. Do savers behave thissavings way? It actually difficult to provide a definite answer, because we must take many other factors into account in any empirical studies of savings. It appears, however, that during the early 1980s, savings decreased somewhat when government deficits increased. This is precisely the opposite of what Ricardian equivalence predicts. As long as Ricardian equivalence



Ricardian equivalence The proposition that it does not matter whether government expenditure is financed by taxes or debt.
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does not fully hold true, it’s reasonable to assume the government debt imposes a burden on society. Nonetheless, many economists believe using the deficit as the sole measure of a society’s future burdens doesn’t tell the whole story. These economists believe we should look at broader measures that take into account long run promises of the federal government. From an international perspective, the United States does not have the largest government debt measured relative to GDP. Figure 17.2 depicts the percentage of debt to GDP for several developed countries. By this measure, Japan has the most serious public debt problem.
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FIGURE 17.2



International Comparisons of Government Debt as Percentage of GDP, 2009 Among developed countries, the United States has a relatively small percentage of debt to GDP. Japan has the highest percentage of debt of the countries depicted. SOURCE: Central Intelligence Agency,



The World Factbook , https://www.cia.gov/library/publications/the-world-fact-



book/index.html (acceessed November 19, 2012) .



DEBATE 3: HOW DO DEFICITS AFFECT THE SIZE OF GOVERNMENT? Nobel



Laureate James Buchanan has argued that people are less aware of government deficits than of the taxes they’re forced to pay. Therefore, financing government expenditures through deficits, rather than through higher taxes, will inevitably lead to higher government spending and bigger government. Although this argument may seem plausible, it presents two problems. First, in recent U.S. history, spending by state and local governments has grown much faster than federal spending. However, state and local governments face many more restrictions when it comes to borrowing money than the federal government faces. For example, many states require legislators to run a balanced budget. Deficit spending isn’t allowed. Second, if politicians trying to get reelected really prefer higher government governmentrun spending andindeficits higher taxes and surpluses, why did the federal surpluses the lateto1990s? Some research suggests politicians can use deficits strategically to actually reduce the growth of government. During the 1980s, for example, the government ran large deficits caused by a combination of a deep recession and major tax cuts. The deficits subsequently made it difficult for other politicians to propose new spending programs.
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Proponents of smaller government, therefore, may wish to cut taxes to reduce surpluses or increase deficits in order to make it more difficult for other politicians to increase government spending. These deficit proponents want to create deficits to prevent Congress from having too much money to be able to spend. Some congressmen supported President Bush’s tax cut in 2001, which reduced the surplus over a 10-year period, precisely for this reason. Recall from our fiscal policy discussion that, during a downturn, running a deficit helps stimulate private-sector spending. Consequently, the government may deliberately run a deficit to pull the economy out of a recession. The deficit the government creates puts additional income into the hands of the public. With more money, people don’t have to drastically cut their consumption spending. Because total spending in the economy DEBATE 4: CAN DEFICITS BE GOOD FOR AN ECONOMY?



doesDeficits not fall automatically as much, the severity of the recession is which lessened. emerge during recessions, also stabilize the economy. Recall how automatic stabilizers work. As incomes fall during a recession, so do tax payments. Moreover, transfer payments such as welfare and food stamps rise. Because government spending increases while tax revenues fall, the deficit must, of course, rise. However, a rising deficit may be what it takes to steer the economy back to full employment. Automatic stabilizers were clearly in evidence in the recession that began in late 2007, as tax revenues fell sharply for the next several years. The existence of automatic stabilizers and the use of expansionary fiscal policy during recessions suggest that we should not worry about short-run government deficits. Over short time periods, deficits can help the economy to cope with shocks, such as oil price increases or a collapse in the stock market. They give the government some room to maneuver out of a recession. Most economists believe automatic stabilizers reduced economic fluctuations during the twentieth century. Deficits can also play a role in tax smoothing. Suppose there is a large, temporary increase in government spending, as might occur during a war. The government could either finance the war by running a deficit and issuing debt or by increasing tax rates to keep the budget in balance. Professor Robert Barro of Harvard University has argued that is more to keep tax rates relatively constant than to high raise levels them sharply and itthen lowerefficient them later. Temporarily raising tax rates to very could cause distortions in economic behavior that we would like to avoid. Thus, by running deficits and only gradually raising taxes later to service the debt, we avoid creating excess distortions in the economy. DEBATE 5: WOULD A BALANCED-BUDGET AMENDMENT REALLY WORK?



For many years, there were strong efforts to enact a Constitutional amendment to balance the federal budget. As recently as 1995, Congress came very close to passing a balanced-budget amendment, sending it back to the states for ratification. The amendment passed in the House of Representatives but failed by a single vote in the Senate. How would a balanced-budget amendment actually work? Many different budgetary constitutional amendments have been proposed. They all require that, after a phase-in period, Congress propose in each fiscal year a budget in which total revenues (excluding borrowing) cover total expenditures. The amendments also have various escape clauses—for example, to allow borrowing during wartime. Some amendments also allow Congress to suspend the requirement to balance the budget for other reasons, such as during a recession when deficits naturally Finally, some versions would limit the rate of spending increases to the rate atemerge. which GDP is growing. Proponents of the balanced-budget amendment say it will finally exert discipline on the federal government, preventing large deficits in peacetime, such as those that occurred in the 1980s. With a balanced budget we could be sure to avoid the negative effects of deficits: reduced capital formation and tax burdens that are shifted onto future generations.
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Critics of a balanced-budget amendment point to many different problems, such as the following: • A balanced budget may not allow enough flexibi lity, or room, for the government to effectively deal with recessions. Under some versions of the amendment, unless three-fifths of Congress votes to suspend requirements, the government would have to cut expenditures or raise taxes during a recession. This would make the recession worse and limit the ability of the government to use fiscal policy to stabilize the economy. • The Constitution is not the right mechanism to try to enforce complicated budget rules. As various interested parties challenge the actions of Congress, the courts would become heavily engaged in federal budget matters. • Congress could devise special budgets to get around the requirement, for example, by taking some types of spending “off budget,” which means simply not counting them as part of the official budget. • Congress could also find non-budgetary ways to carry out the policies that it desires. For example, it could issue more regulations or impose mandates or requirements on businesses or other governments to carry out its will. These regulations or mandates could be even more costly to the economy than added deficits.
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CREATING THE U.S. FEDERAL FISCAL SYSTEM THROUGH DEBT POLICY APPLYING THE CONCEPTS #1: Why did the early U.S. federal government take over the debts of the thirteen colonies?



When the United States its power new Constitution 1789, it replaced Continental Congress and enacted centralized in the federalingovernment. As partthe of the grand political bargain for this new structure, the federal government became the sole power to be able to raise revenue through tariffs on imported goods, but also assumed the debts of the state governments and the Continental Congress that had been incurred during the Revolutionary War. Alexander Hamilton, who conceived and promoted this new arrangement, saw it as a way to strengthen the federal government so that it could borrow externally as needed for wars or other needs. The states were willing to give the tariff power to the federal government in exchange being absolved of their debts. Nobel Laureate Thomas J. Sargent noted, however, that when the states again got into fiscal difficulties in the 1840s through overly ambitious infrastructure investment, the federal government did not bail out the states. This time, the federal government did not want to enhance its power and control over the states, which were forced to impose new rules and fiscal discipline on themselves to avoid future fiscal disruptions. Together, these two episodes helped define the fiscal structure of the United States: a strong central government and independent but fiscally responsible states. Related to Exercise 1.7 .



SOURCE: Based on Thomas J. Sargent, “An American History Lesson for Europe,” Wall Street Journal, February 3, 2012, p. A17.
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17.2 Should the Fed Target Both Inflation and Employment?



In previous chapters we looked at the various roles that the Federal Reserve can play. Monetary policy can be used to stabilize the real economy, preventing unemployment from exceeding the natural rate or falling too far below the natural rate. As we also have seen, the Fed also plays a critical role as a lender of last resort and a unique resource to combat financial crises. The Congress generally has expected the Fed along with other agencies in government to play multiple roles. In the Employment Act of 1946, the federal government was broadly charged to pursue “maximum employment, production, and purchasing power.” In 1978, Congress passed the Humphrey–Hawkins legislation which calls for the nation to seek full employment, price stability as well as balances in the trade and should budget.the Fed actually do? We have learned that, in the long run, money But what is neutral and monetary policy cannot affect the real level of output or unemployment. We also saw that the natural rate can shift over time, making it difficult to target the appropriate unemployment rate. In these circumstances, what should the Fed do? Should it just focus on inflation or try to follow some other rule or procedure to balance concerns of inflation and unemployment? In the early years of the first decade of the twenty-first century, the rate of inflation had fallen to between 1 and 2 percent. Some economists thought the time was right for the Fed to concentrate on simply keeping the inflation rate low and stable. In other words, they thought the Fed should use monetary policy to “target” an appropriate inflation rate and make its primary objective keeping inflation in check. Following the expansion of the Fed’s activities during the financial crisis of 2008 and its aftermath, there is continuing concern about long-run inflation. In recent years, various inflation-targeting methods have been adopted in a number of developed countries, including Canada, the United Kingdom, New Zealand, Sweden, Australia, and Spain. In addition, many developing countries have found that inflation targeting increased the autonomy of their central banks, helping them fight inflation.



T w o D e b a t e s a b o u t T a rg e t i ng Inflation targeting has had many strong proponents. Let’s take a close look at two key debates about this topic. We have learned that in the long run monetary policy can influence only the level of prices, not the level of employment. Proponents of inflation targeting argue that the Fed should have only one primary goal: controlling inflation. Having it worry about other factors—unemployment or the exchange rate—will, they say, distract it from its mission and lead to long-run inflationary pressures building in the economy. Moreover, if the Fed were committed to the single goal of controlling inflation, its credibility would be enhanced. As we have seen, if the Fed is credible, the private sector will become more responsive to changes in monetary policy. For example, long-term interest rates will become more responsive to changes in short-term rates if the public understands what the Fed’s motives are and what it is doing. And credible policies may actually decrease the need for active monetary policies. Having a single goal would also help to keep the Fed free of political pressures. Such political pressures might include attempts by one political party or the other to stimulate the economy or give financial markets a temporary boost before an election. Other proponents of inflation targeting hold a somewhat less rigid view. Although they believe fighting inflation should be the primary objective of the Fed, or of a central bank, they believe an inflation-targeting regimen could be designed to give the central bank some flexibility. For example, the central bank could be required DEBATE 1: SHOULD THE FED FOCUS ON ONLY INFLATION?
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to target a broader range of inflation—say, between 1 and 3 percent—and meet the target several years in the future. Under either of these alternatives, central banks would have some room to meet employment or other policy objectives besides just inflation. In practice, many countries do allow some “wiggle room” in their inflation targeting regimens by using broad inflation bands or distant targets. Before he took over as chairman of the Federal Reserve in 2006, Ben Bernanke was an advocate for inflation targeting. While he was a member of the Board of Governors in 2003, Bernanke gave a speech outlining his own views on the merits of inflation targeting. For Bernanke, inflation targeting increased the effectiveness of monetary policy because it provided a long-term anchor for inflation expectations. As long as the private sector—individuals and firms—understood the Fed was holding firm to long-run inflation targets, it would have added flexibility to use aggressive monetary policy in the short run to offset adverse shocks to the economy—without upsetting long-run inflation expectations. Bernanke called inflation targeting a policy of constrained discretion. Under inflation targeting, the Fed could take actions to offset shocks to real output or to the financial system, but it had to keep its long-run inflation targets in clear view. After the financial crisis of 2008, Bernanke stopped speaking about inflation targeting and devoted his speeches to explaining the Fed’s actions during the crisis and designing an “exit strategy” for the Fed’s massive interventions. Even prior to the recent recession, many economists disagreed with the idea of inflation targeting because they strongly objected to the Fed concentrating solely on controlling inflation. In the United States, Congress and the president are frequently incapable of quickly agreeing on a fiscal policy to stave off or end a recession. Of course, automatic fiscal stabilizers exist, but they are often not sufficient to cushion the economy when a shock hits. Practically speaking, only monetary policy is available to stabilize output and prevent deep recessions from emerging. If monetary policy is geared solely toward controlling inflation, as inflation-targeting proponents would like, and if fiscal policies are difficult for Congress and the president to pass, that leaves the government no other tools to fight a recession. Economists also debate the level for an inflation target. Suppose there were general agreement that the ultimate goal should be total price stability—that is, zero inflation. There would still be legitimate questions about what constitutes “stable” prices. It is very difficult to measure changes in prices accurately when there is a great deal of technological change occurring in the economy, because technological improvements change the quality of goods so rapidly that government statisticians can’t easily catch up with them. If, as many economists believe, our price indexes overstate the true inflation rate, annual inflation of 2 percent may in reality be true price stability. Indeed, many proponents of inflation targeting agree with this point and recommend a 2 percent inflation rate as “price stability.” Critics of stabilization policy, of course, believe that not using monetary policy to try to stabilize the economy would actually improve our economic performance. In their view, attempts to stabilize the economy have done more harm than good over the years by making fluctuations worse. In previous chapters, we discussed the difficulties in conducting stabilization policy. These include lags, uncertainties about the strength and timing of policies, and difficulties in estimating the natural rate of unemployment. If you believe these difficulties are insurmountable, you will likely think the Fed should target just inflation. If you think they can be overcome, you will likely believe the Fed should be allowed to stabilize output and employment, too. Some economists like the idea of the Fed having to meet targets, but they have suggested alternatives to inflation targeting. One approach that has wide appeal was developed by economist John Taylor of Stanford University. Taylor suggested that the Fed follow a rule that keeps a long-run inflation target but allows the Fed to raise or lower interest rates depending on whether output is above or below potential. His own analysis suggests that the performance of the Fed would be superior if it followed a rule of this type, rather than making ad hoc decisions. The advantage of a rule of this nature is that it allows the Fed to offset shocks to the economy, but requires the Fed to meet long-run inflation targets.



 PART 6



ap pl ica



tio



n2



WOULD A POLICY RULE HAVE PREVENTED THE HOUSING BOOM? APPLYING THE CONCEPTS #2: Did the Federal Reserve cause the housing boom through excessively loose monetary policy?



John Taylor from Stanford University has argued that the Fed’s “easy money” policy from mid-2001 through 2004 was largely responsible for the housing boom in the decade that ultimately caused so much financial damage. Taylor used his own model of monetary policy—the “Taylor rule”—to analyze the Fed’s behavior. In his prior work, he demonstrated that the Fed’s behavior could be closely described by a model that allowed for some monetary policy tightening and easing in response to output movements. Applying this model to the decade of 2000, however, Taylor found that, compared to past experience, the Fed was much too aggressive in lowering interest rates. Interest rates fell from 2 percent in mid-2001 to 1 percent by 2004. Past experience, however, would have suggested that the Fed would have raised interest rates to 4 percent by 2004—a very significant deviation. Taylor then showed that housing starts—which are very sensitive to interest rates—would have been much lower if the Fed had not followed its easy money policy. The boom and bust would have been avoided. Finally, as an additional piece of evidence, Taylor looked at the experiences of European countries. There the same phenomenon occurred. Countries that deviated most from the Taylor rule—for example, Spain— experienced the worst boom and bust cycles for housing.Related to Exercise 2.7 . SOURCE: Based on John B. Taylor, “The Financial Crisis and Policy Responses: An Empirical Analysis of What Went Wrong,” http://www.stanford.edu/~johntayl/FCPR.pdf(accessed May 28, 2012).



targeting approach has been been discussed is price-level TheAnother idea would be thatthat the Fed wouldrecently target the price level, which would grow, for. example, at the targeted inflation rate of 2 percent per year. How does price-level targeting differ from inflation targeting? Suppose that inflation was lower than its target for a period of time—for example, inflation was 1 percent for several years rather than 2 percent targeted rate. This would necessarily mean that the price level grew less than 2 percent and was also below its trend. Under price-level targeting, the Fed would be required to temporarily raise inflation above 2 percent to reach its price-level target. For example, it could be required to cause inflation to reach 3−4 percent until the economy reached its earlier price-level target. On the other hand, under inflation targeting, the Fed would simply be required to raise its inflation rate back to its 2 percent target and not go any higher. Proponents of price-level targeting, including some members of the FOMC, believe it will more properly balance the goals of employment and price stability. On the other hand, critics believe that is dangerous for the Fed to allow inflation to exceed its target, as it may prove difficult to reduce inflation at a later time. DEBATE 2: IF THERE WERE ANINFLATION TARGET, WHO WOULD SET IT? Even



if the United States decided to adopt inflation targeting as would a policy, several important questions would remain. Perhaps the most important is “Who set the target?” In the United Kingdom, which adopted targeting in 1992, the elected government decides on the inflation target for the central bank. These elected officials typically specify a range for the inflation rate that the bank must meet. The central bank participates in the discussions and has an opportunity to present its views to the public through its publications and published minutes of its meetings. But ultimately it is the elected government that makes the final decision.
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In other countries, the central bank has even more influence in setting the inflation target. In New Zealand, for example, the central bank has the responsibility of “achieving and maintaining stability in the general level of prices” without any competing goals, such as stabilizing employment or output. The law also requires the head of the central bank and the finance minister to negotiate inflation goals and make them public. What would be an appropriate arrangement for the United States? Under current law, the Fed chairman reports regularly to Congress, but the Fed has considerable power to use monetary policy to stabilize output as well as to fight inflation as it pleases. Would our Congress and president be willing to cede power to the Fed and allow it to focus only on fighting inflation? And, if they did, would Congress or the president want to determine the target range for inflation and instruct the Fed how quickly to meet these targets? As you can see, changing our current system would require major decisions about who has authority and control over our economic system. Currently, the Fed has considerable power and autonomy. Although inflation targeting might make the Fed more independent, another phenomenon could occur, too: Congress and the president might end up with more power over monetary policy. And that might lead to more inflation, not less.



17.3 Should We Tax Consumption Rather than Income? As we discussed in earlier chapters, the United States is a country with a low saving rate. This hurts our long-run growth prospects because our investment spending is determined by our own savings and savings from abroad. Many factors—not purely economic ones— contribute to our low saving rate. For example, colleges generally give lessfinancial aid to students whose families have saved for their education. Many of ourwelfare programs cut the benefits of families who have saved in the past and still have some funds left in their accounts. The U.S. tax system alsodiscourages savings. Here’s how. In the United States, you must pay taxes on both thewages you earn and the earnings you make on your savings. Suppose you earn $100 at your job and you have a tax rate of 20 percent. That means you keep $80 after taxes. Now suppose you save $50 of that money and invest it at 10 percent. At the end of one year, you will have earned an additional $5



consumption taxes Taxes based on the consumption, not the income, of individuals.



on the $50 you (10% × $50), but×you keep only $4 ofthe it government because the government willsaved take $1 in taxes (20% $5).will So, get youtowill have to pay $21 in total: $20 on the $100 you earned in wages, plus $1 on the $5 you earned on your savings. If you did not save at all, you would pay only $20 in taxes, not $21. Not all tax systems work this way. Tax systems based on consumption do not penalize individuals who save. Sales taxes in the United States and value-added taxes abroad are familiar examples ofconsumption taxes. It is also possible to create a consumption tax from an income tax by not taxing the earnings on savings—just as we do with tax-exempt bonds issued by state and municipal governments. Or, as an alternative, the government could allow savings to be deducted from gross income before the calculation for total taxes owed is made. The key feature of consumption taxation is that you do not face any additional taxes if you decide to save more of your income. There are, however, ways in the United States to save money and still limit your taxes. In addition to buying tax-exempt bonds, you can invest in an IRA (individual retirement account) or 401(k), 403(b), and Keogh plans, which arealso types of retirement accounts. The money in pension funds is treated similarly. It isn’t taxed until the person who contributed it retires and withdraws it. During retirement, most people earn less money than when they were working, so the tax rate they pay on the money they withdraw from these accounts is lower than when it. Also, the money accumulates more quickly because it grows tax-free whilethey it’s saved in these accounts. In practice, the U.S. tax system is a hybrid system, part waybetween an income tax and a consumption tax.



T w o D e b a t e s a b o u t C o n s u mp t i o n T a x a t i o n Proponents claim that taxes based on consumption will increase total savings and may even be more equitable. Let’s explore these claims.
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There is no question that taxing consumption instead of savings creates an incentive to save. However, there’s no guarantee the incentive will actually result in more money saved in the economy. Suppose the tax burden is shifted to consumption by reducing the tax rate on savings. People will want to take advantage of this incentive and reduce their consumption and increase their saving. On the other hand, people will also want to spend more because, with the tax cut, they are wealthier. Although there has been much research done on how a consumption tax would affect savings, the results are far from conclusive. It is true that individuals will allocate their savings to tax-favored investments over investments that are not favored. For example, they will put money into their IRAs. What is not clear is whether the funds they will put there are literally new savings—meaning reduced consumption— or merely transfers from other accounts, such as conventional savings accounts, which DEBATE 1: WILL CONSUMPTION TAXES LEAD TO MORE SAVINGS?



do not have the same tax advantages. Untangling these effects is a difficult issue, and it remains an active area of ongoing research. The tax system imposed on corporations in the United States also creates disincentives to save and invest. Suppose you purchase a share of stock in a corporation. When the corporation earns a profit, it pays taxes on the profit at the corporate tax rate. When the corporation pays you a dividend on the stock out of the profits it earns, you must pay taxes on the dividend income that you receive. Corporate income is taxed twice, in other words—first when it is earned by the corporation and again when it is paid out to shareholders. Some economists have argued that the corporate taxes lead to less-efficient investment because they result in capital flowing into other sectors of the economy (into real estate, for example) that do not suffer from double taxation. For this reason, in 2003 Congress passed a bill introduced by President Bush that lowered—but did not eliminate—taxes on corporate dividends. DEBATE 2: ARE CONSUMPTION TAXES FAIR? The basic idea behind a con-



sumption tax seems fair. Individuals should be taxed on what they take away from the economy’s total production—that is, what they consume—not on what they actually produce. If anand individual produces a lot but not consume the proceeds from what was produced instead plows it back into thedoes economy for investment, that individual is contributing to the growth of total output and should be rewarded, not punished. Individual A earns $50 and consumes it all; individual B earns $100 but consumes only $40. Who should pay more? In practice, moving to a consumption-tax system could have a major impact on the distribution of income in the economy. Suppose we simply exempted the returns from savings from the income tax. This exception would clearly favor wealthy and high-income individuals who save the most and earn a lot of income in interest, dividends, rents, and capital gains. Table 17.1 shows estimates based on the capital gains received by different income classes for the year 2009 and dividends paid by TABLE 17.1 Distribution of Capital Gains and Dividends by Income Class, 2009 Cash Income Level



Share of Capital Gains and Dividends



Less than $40,000



0%



$40,000 to $50,000



0.1



$50,000 to $75,000



0.9



$75,000 to $100,000 $100,000 to $200,000



1.4 8.2



$200,000 to $500,000



19.5



$500,000 to $1,000,000



13.8



Greater than $1,000,000



55.9



SOURCE: Estimates



from the Urban-Brookings Tax Policy Center Microsimulation Model,



http://www.taxpolicycenter.org/index.cfm (Accessed May 28, 2012).
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capital gains Profits investors earn when they sell stocks, bonds, real estate, or other assets.



corporations. Capital gains are the profits investors earn when they sell stocks, bonds, real estate, or other assets. As you can see, taxpayers with annual incomes exceeding $1,000,000 earned over half of the economy’s capital gains over this period. Obviously, capital assets are highly concentrated among the wealthy. If capital gains and other types of capital income were not taxed, total tax revenue would fall, and the government would have to raise tax rates on everyone to maintain the same level of spending. Excluding capital income from taxation does have its costs. Some economists believe it is important that high-income individuals continue to pay a significant share of total taxes. In the last several decades, the distribution of income has become more unequal, as superstar athletes, famous actors and musicians, CEOs, and successful entrepreneurs and investors have all earned large fortunes. The tax system is one way we have to at least partially reduce inequalities in income. Critics of consumption taxes worry that moving our tax system in that direction will take away this important tool for social equality. However, other economists believe that high-income individuals already shoulder a very high share of the total tax burden and that we need to focus on designing an efficient system to promote economic growth. Proponents of consumption taxes have tried to meet the challenge of fairness in different ways. The “flat tax” designed by Robert E. Hall of Stanford University and Alvin Rabushka of the Hoover Institute brings the personal income tax and corporate income tax into a single, unified tax system. Under the flat tax, one low, single tax rate applies to both businesses and individuals. Businesses deduct their wage payments before they pay taxes. In addition, they can deduct any investment spending they make from their income before the tax is calculated. Recall that in a simple economy, without government or the foreign sector, saving equals investment, S = I. Allowing a deduction for investment has generally the same effect as allowing a deduction for savings. So this flat tax is a type of consumption tax. This version of the flat tax has an important feature that ensures that wealthy individuals (and other owners of corporations) still pay taxes. Suppose the corporation or business makes an extraordinary return on its investment. Consider, for example, the tremendous profit generated by Apple’s iPad. As of April 2012, over 67 million iPads have been sold. If the profit for each iPad were $100, Apple’s total profit from
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IS A VAT IN OUR FUTURE? APPLYING THE CONCEPTS #3: Can the United States adopt a Europeanstyle value-added tax?



Virtually all developed countries and many developing countries have a value-added tax, commonly known as a VAT. The United States is a prominent exception. The VAT is essentially a sales tax that is levied on each stage of production. Firms pay the VAT on their sales and then receive a credit for VAT paid on their purchases. Unlike a sales tax, the VAT is embedded in the price of goods. It is rebated when goods are exported but imports are required to pay the VAT. Rates on the VAT can be high—for example, the basic rate in the United Kingdom is 17.5 percent. The VAT has some important advantages. It is relatively easy to collect and, as a consumption tax, does not penalize savings. There are some potential difficulties. Since states already levy retail sales taxes, incorporating a VATInataddition, the statesome level could U.S. be difficult and be seen to impinge on state taxing authority. conservatives worry that it is too efficient and consumers will not notice all the taxes they pay. Liberals worry that the VAT, like all consumption taxes, could be regressive. An old joke goes that the time will come for the VAT when liberals recognize it is a money machine and conservatives recognize it is regressive. Related to Exercise 3.7 .



 iPads would be $6.7 billion. Under this version of the flat tax, these extraordinary gains would be taxed in full. Owners of a corporation or business may earn extraordinary gains, but if they do, they will pay taxes on them. The projected federal deficit has led many policymakers to consider whether a European-style value-added tax (VAT) would make sense for the United States. Grafting a VAT on to the U.S. fiscal system would pose many challenges.



SUMMARY In this chapter we 4 The national debt incurs two burdens on citizens: It can r educe explored three topics that the amount of capital in an economy, leading to lower levels of are the center of macroincome; it can also result in higher taxes that future generations economic policy debates will have to pay. today. Here are the key 5 A number of developed countries have recently changed their points to remember: monetary policy to emphasize targeting the inflation rate or a 1 A deficit is the difrange for the inflation rate. ference between the 6 Although targ eting inflation can incr ease the cr edibil ity government’s current expenditures and revenue. The governof a central bank, it does limit the tools left for active ment debt is the sum of all past yearly deficits. stabilization policy. 2 Deficits can be financed through either borrowing or money creation. Financing deficits through money creation is called monetizing the deficit. It leads to inflation.



7 A consumption tax would increase the incentives for private saving. However, it is not clear that total savings would necessarily increase, and there would be concerns about the 3 Deficits can be good for the country. Automatic stabilizers and fairness of this form of taxation. expansionary fiscal policy both work through the creation of deficits.
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EXERCISES 17.1 1.1



1.2



1.3



1.4



1.5



All problems are assignable in MyEconLab.



Should We Balance the Federal Budget?



If a government runs a deficit, it will its outstanding debt. Proponents of Ricardian equivalence believe that deficits do not really matter as long as taxes are raised in the future. (True/False) When a central bank purchases new government bonds, it is the deficit. Historically, debt/GDP ratios increase during periods of . Debt and Deficits in Belgium. Here are some data for Belgium in 1989:



GDP: 6,160 billion Belgian francs Debt: 6,500 billion Belgian francs Deficit: 380 billion Belgian francs Interest Rate on Bonds: 8.5 percent Use the data to answer the following questions: a. What are the deficit/GDP ratio and debt/GDP ratio? How do these ratios compare to the same ratios in the United States today? To what period in U.S. history does the debt/GDP ratio in Belgium correspond? b. Approximately how much of the budget in Belgium is devoted to interest payments on its debt? If Belgium could wipe out its debt overnight, what would happen to its current budget deficit?
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Interest Rates, Primary Surpluses, and Government Debt. The gap between taxes and spending, excluding interest on the debt, is known as the primary surplus. Suppose there is $100 million of outstanding public debt. Show that a primary surplus of $10 million with an interest rate of 10 percent has the same consequence for next year’s debt level as a primary surplus of $5 million and an interest rate of 5 percent. Fiscally Troubled States Today. A number of major states, for example California, have been experiencing fiscal problems. Although no states have defaulted on their debts in recent years, a number of cities have. Should the federal government “bail out” the states and help them meet their debts? Give one argument in favor and one argument against this policy based on U.S history. (Related to Application 1 on page 354.) Tax Smoothing or Strategic Tax Policy? Assume the pressures of an aging population and increases in health-care costs will increase total federal spending in the future significantly. a. Under the theory of tax smoothing, what should happen to the current level of taxes if future spending is scheduled to rise? b. Now suppose future spending increases are not inevitable and that, as a practical matter, you believe Congress will spend whatever revenue it collects. Would you still recommend tax smoothing? Policy Options for the Federal Budget. The Web site for the Congressional Budget Office ( www .



cbo.gov ) contains its projections for future budget surpluses and deficits as well as options for increasing the surplus. Using this site, find some options you think are desirable and that would have a significant effect on increasing the budget surplus.
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Should the Fed Target Inflation or Pursue Other Objectives?



Proponents of inflation targeting argue that it would make central banks more if they were committed to a long-run inflation target. In , inflation targeting was adopted in 1992, and elected officials determine the precise inflation targets that the central bank must meet. Economist developed a rule for monetary policy that maintains a low rate of inflation but allows the Fed to adjust interest rates when output deviates from potential. Price-level targeting is the same as inflation targeting. (True/False) Targeting the Price Level with Supply Shocks. Suppose the Fed has brought the inflation rate down



2.6



2.7



2.8



to zero to stabilize the price level. An adverse supply shock (such as an increase in the world price of oil) now hits the economy. a. Using the aggregate demand-and-supply model, show how targeting the price level would make the fall in output from the shock greater as compared to no policy at all. b. Some proponents of price-level or inflation targeting recommend that the Fed target “core inflation,” which is based on a price index that excludes supply shocks. What is their rationale? What Rate for Inflation Targeting? An economist suggests that what matters for financial markets is a stable inflation rate, not a zero inflation rate. As long as inflation is stable, all individuals can take this into account in their actions. a. What are the costs associated with a stable inflation rate of 2 percent? b. Is it easier or more difficult to stabilize inflation at 2 percent rather than at zero? The Fed on Autopilot. Some economists believe that the Federal Reserve should follow strict rules for the conduct of monetary policy. These rules would require the Fed to make adjustments to interest rates based on information that is fully available to the public, information such as the current unemployment rate and the current inflation rate. Essentially, they would put the Fed on autopilot and remove its discretion. What are the pros and cons of such an approach? Would it work in a financial crisis? (Related to Application 2 on page 357.) Targeting Gold? Some observers have suggested that the Fed use gold as an indicator of inflation and tighten monetary policy when gold prices rise. What are the pros and cons of this policy?



17.3 3.1



3.2



3.3



3.4



3.5



Should We Tax Consumption Rather than Income?



Suppose there is a consumption tax of 20 percent. An individual earns $100 and saves $30. Her tax will be equal to . A sales tax that is levied at all stages of production is known as a(n) tax. Most capital gains accrue to low-income individuals because there are more of them. (True/False) Under our current corporate tax system, earnings from corporations that are paid out as dividends are taxed times. Traditional and Roth IRAs. With a traditional IRA, you get to deduct the amount you contribute from your current taxable income, invest the funds free from tax,



 but then pay taxes on the full amount you withdraw when you retire. Suppose your tax rate is 50 percent and you initially deposit $2,000 in an IRA. The proceeds double in seven years to $4,000. You then retire and pay taxes on the $4,000 at your 50 percent rate. a. Taking into account your tax deduction for the IRA, how much did your investment in the IRA really cost you? What is your return after seven years? b. With a Roth IRA, you do not get a deduction for your savings but the interest you earn is tax free. Is the outcome for a Roth IRA the same as for the traditional IRA if you invest $1,000 for seven years and double your initial investment? c. Suppose you believed that in seven years tax rates would be higher. Are the traditional and Roth



3.6



3.7



IRAs still equivalent? If not, which would you prefer? Tax Policy and Nat ional Savings . Suppose the government launches a new program that allows individuals to place funds of up to $2,000 in a taxfree account. Do you believe that this will have a significant effect on national savings? (Recall that federal deficits reduce national savings.) What are the arguments on both sides of thi s debate? Why Has the Uni ted States Not Ins titut ed a VAT? The United States differs from virtually all developed countries in that it does not have a VAT. What important aspect of the U.S. political system might account for this difference with other countries? (Related to Application 3 on page 360 .)
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International Trade and Public Policy Countries always want to have foreign markets open for their exporters.



But a country access to its foreignThe countries mayiftake actionlimits to limit access to own theirmarkets, own markets. United States, despite an overall strong record in trade, is no exception. Here are a few examples. As part of the North American Free Trade Agreement, the United States was required to open its borders to trucks from Mexico, although it resisted allowing this. As a result, in 2009 Mexico imposed tariffs on over $2 billion of U.S. goods, reducing employment in U.S. export industries. In 2010 the United States accused China of selling aluminum products below their fair market value and imposed sanctions on the Chinese. In turn, China decided that the United States was doing precisely the same thing with nylon products and imposed its own tariffs on these products. Two years later, the United States again charged China with selling solar cells below costs and unfairly providing subsidies to its producers. It imposed steep tariffs on Chinese imports. The Chinese did not look upon this favorably and began investigating other U.S. products on which to impose their own sanctions. Trade agreements can help lower barriers to international commerce, but countries still have to believe that other countries are “playing fair.” Otherwise, two can tango.



LEARNING



OBJECTIVE



S



•



Explain carefully the terms comparative advantage and terms of trade.



•



Summarize the history of international trade agreements.



•



List the common protectionist policies.



•



Analyze one recent controversy in



•



Describe the rationales that have been offered for protectionist policies.



trade policy. My Econ Lab My Econ Lab helps you master each objective and study more efficiently.
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s the world economy grows, U.S. policies toward international trade become ever more important. Many people view trade as a “zero-sum game.” They believe that if one country gains from international trade, another must lose. Based on this belief, they advocate restricting trade with other countries. The United States does restrict trade to protect U.S. jobs in many sectors, such as those in the apparel and steel industries. One lesson from this chapter is that free trade could make all countries better off. The challenge for government officials is to create policies that accomplish, or come close to accomplishing, this goal. In this chapter, we discuss the benefits of international trade and the effects of policies that restrict trade.



18.1 Benefits from Specialization and Trade What if you lived in a nation that could produce everything it consumed and didn’t depend on any other country for its economic livelihood? If you were put in charge of your nation, would you pursue a policy of national self-sufficiency? Although selfsufficiency might sound appealing, it would actually be better for your country to specialize in the production of some products and then trade some of those products to other countries. You saw in Chapter 3 that specialization and exchange can make both parties better off. In this chapter, we use a simple example to explain the benefits of specialization and international trade between two nations. Let’s say there are two nations, Shirtland and Chipland. Each nation produces computer chips and shirts, and each consumes computer chips and shirts. Table 18.1 shows the daily output of the two goods for the two nations. In a single day, Shirtland can produce a maximum of either 108 shirts or 36 computer chips, whereas Chipland can produce a maximum of either 120 shirts or 120 computer chips. The last two rows of the table show the opportunity costs of the two goods. Recall the principle of opportunity cost. TABLE 18.1 Output and Oppor tunity Cost



Shirtland



Quantity Produced Per Day



Opportunity Cost of Shirts



Opportunity Cost of Chips



108 shirts



1/3 chip



3 shirts



1 chip



1 shirt



36 chips Chipland



120 shirts 120 chips



PRINCIPLE



OF OPPO



RTUNITY C



OST



The opportunity cost of something is what you sacrifice to get it.



In Chipland, the trade-off between shirts and chips is one to one: The opportunity cost of one shirt is one chip, and the opportunity cost of one chip is one shirt. In Shirtland, people can produce three times as many shirts as chips in a given amount of time: The opportunity cost of one chip is three shirts. Conversely, the opportunity cost of one shirt is one-third of a chip.



Production



Possibilities Curve



Let’s start by seeing what happens if Shirtland and Chipland are each self-sufficient. Each nation can use its resources (labor, land, buildings, machinery, and equipment) to produce its own shirts and chips. The production possibilities curve shows all the possible
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combinations of products that an economy can produce, given that its productive resources are fully employed and efficiently used. This curve, which we discussed in Chapter 2, provides a menu of production options. To keep things simple, we assume the curve is a straight line, indicating a constant trade-off between the two goods. As shown by Shirtland’s production possibilities curve in Figure 18.1, the following combinations of chips and shirts are possible: 1 All shirts and no chips : point a. If Shirtland uses all its resources to produce shirts,



it will produce 108 shirts per day. 2 All chips and no shirts: point d. If Shirtland uses all its resources to produce chips,



it will produce 36 chips per day. 3 Equal division of resources: point b. Shirtland could divide its resources between



shirts and chips to produce 54 shirts and 18 chips each day. e
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FIGURE 18.1



Production Possibilities Curve The production possibilities curve shows the combination of two goods that can be produced with a nation’s resources. For Chipland, the trade-off between the two goods is one to one. For Shirtland, the trade-off is 3 shirts for every computer chip. In the absence of trade, Shirtland can pick point c—28 chips and 24 shirts—and Chipland can pick pointf—60 chips and 60 shirts.



All the other points on the line connecting points a and d are also feasible. One option is point c, with 28 chips and 24 shirts. The steepness of the curve’s slope— negative 3.0—shows the opportunity cost of computer chips: 1 chip per 3 shirts. Figure 18.1 also shows the production possibilities curve for Chipland. Chipland can daily produce 120 shirts and no chips (point e), 120 chips and no shirts (point g), or any combination of chips and shirts between these two points. In Chipland, the trade-off is 1 shirt per computer chip: The opportunity cost of 1 chip is 1 shirt, so the slope of the production possibilities curve is negative 1.0. Each nation could decide to be self-sufficient, picking a point on its production possibilities curve and producing everything it wants to consume. For example,
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Shirtland could pick point c, daily producing 28 chips and 24 shirts, and Chipland could pick point f, daily producing 60 chips and 60 shirts. In the language of international trade, this is a case of autarky, or self-sufficiency (in Greek, aut means “self” and arke means “to suffice”).



Comparative Advantage and the



Terms of Trade



Would the two nations be better off if each specialized in the production of one good and traded with the other nation? To decide which nation should produce a particular good, we need to look at each good and figure out which nation has the lower opportunity cost of producing it. As you saw in Chapter 3 , the nation with the lower opportunity cost has a comparative advantage in producing that good. As we emphasized in Chapter 3, it is comparative advantage that matters for trade— not absolute advantage, the ability of a nation to produce a particular good at a lower absolute cost than that of another nation. Let’s see how it works. 1 Chips produced in Chipland. The opportunity cost of one chip is one shirt in Chipland,



and the opportunity cost of one chip is three shirts in Shirtland. Chipland has a comparative advantage in the production of chips. Because Chipland sacrifices fewer shirts to produce one chip, Chipland should produce chips. 2 Shirts produced in Shirtland. The opportunity cost of one shirt is one chip in Chipland, and the opportunity cost of one shirt is one-third of a chip in Shirtland. When it comes to producing shirts, Shirtland has a comparative advantage because it sacrifices fewer chips to produce one shirt. Shirtland should therefore produce shirts. Trade will make it possible for people in each specialized nation to consume both goods. At what rate will the two nations exchange shirts and chips? To determine the terms of trade, the rate at which units of one product can be exchanged for units of another product, let’s look at how much Shirtland is willing to pay to get one chip and how much Chipland is willing to accept to give up one chip.



terms of trade The rate at which units of one product can be exchanged for units of another product.



1 shirts To getitone chip, Shirtland willing toits pay up chip. to three That’s hownations many would sacrifice if itisproduced own Forshirts. example, if the



agree to exchange two shirts per chip, Shirtland could rearrange its production, producing one fewer chip but three more shirts. After exchanging two of the newly produced shirts for one chip, Shirtland will have the same number of chips but one additional shirt. 2 To give up one chip, Chipland is willing to accept any amount greater than one shirt. For example, if the nations agree to exchange two shirts per chip, Chipland could rearrange its production, producing one more chip and one fewer shirt. After it exchanges the newly produced chip for two shirts, Chipland will have the same number of chips but one additional shirt. The potential for mutually beneficial trade between the two countries is possible because the willingness to pay—three shirts by Shirtland—exceeds the willingness to accept—one shirt by Chipland. It’s possible for Shirtland and Chipland to split the difference between the willingness to pay and the willingness to accept, exchanging two shirts per chip. This will actually make both countries better off in terms of the total amount of goods they can consume. We’ll see why next.



T h e C o n s um p t i o n P o s si b i l i t i e s C ur v e A nation that decides to specialize and trade is no longer limited to the options shown by its own production possibilities curve. The consumption possibilities curve shows the combinations of two goods (computer chips and shirts in our example) that a nation can consume when it specializes in one good and trades with another nation.



consumption possibilities curve A curve showing the combinations of two goods that can be consumed when a nation specializes in a particular good and trades with another nation.
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Figure 18.2 shows the consumption possibilities curve for our two nations, assuming that they exchange two shirts per chip: • In Panel A, Chipland specializes in chip production, the good for which it has a comparative advantage. It produces 120 chips and no shirts (point g). Given the terms of trade, Chipland can exchange 40 of its 120 chips for 80 shirts, leading to point h. At point h, Chipland can consume 80 chips and 80 shirts. • In Panel B, Shirtland specializes in shirt production. It produces 108 shirts and no chips (point a). Given the terms of trade, it can exchange 80 of its 108 shirts for 40 chips, leading to point k on its consumption possibilities curve. Shirtland can consume 28 shirts and 40 chips.
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FIGURE 18.2



Consumption Possibilities Curve The consumption possibilities curve shows the combinations of computer chips and shirts that can be consumed if each country specializes and trades. In Panel A, Chipland produces 120 chips and trades 40 of these chips to Shirtland for 80 shirts. In Panel B, Shirtland produces 108 shirts and trades 80 of these shirts to Chipland for 40 chips. The trade allows each nation to consume more.



How do the outcomes with specialization and trade compare to the autarky outcomes? Chipland moves from point f (autarky) to point h, so trade increases the consumption of each good by 20 units. Shirtland moves from point c to point k, so this nation consumes 12 additional chips and 4 additional shirts. In Figure 18.2 , each consumption possibilities curve lies above the nation’s production possibilities curves, meaning each nation has more options about how much to consume under specialization and trade. In most cases, a nation picks a point on the consumption possibilities curve that provides more of each good. Of course, this is a very simple example. In the actual world market, many countries produce and trade many goods. The marketplace determines what the terms of those trades will be, depending upon supply, demand, and pricing.



How Free T rade Affects Employment You’ve now seen that trade allows each nation to consume more of each good. But we haven’t yet discussed the effects of trade on employment. Under free trade, each nation will begin to specialize in a single good, causing considerable changes in the country’s employment in different industries. In Chipland, the chip industry doubles



 PART 7



in size—output increases from 60 to 120 chips per day—while the shirt industry disappears. Workers and other resources will leave the shirt industry and move to the chip industry. In Shirtland, the flow is in the opposite direction: Workers and other resources move from the chip industry to the shirt industry. Is free trade good for everyone? Switching from self-sufficiency to specialization and trade increases consumption in both nations, so on average, people in each nation benefit from free trade. But some people in both nations will be harmed by free trade. In Chipland, for example, people in the shirt industry will lose their jobs when the shirt industry disappears. Some workers can easily move into the expanding computer chip industry. For these workers, free trade is likely to be beneficial. However, other shirt workers will be unable to make the move to the chip industry and will be forced to accept lower-paying jobs or face unemployment. Free trade is likely to make these displaced workers worse off. There is a saying, “Where you stand on an issue depends on where you sit.” In our example, a worker sitting at a sewing machine in Chipland is likely to oppose free trade because that worker is likely to lose a job. A worker sitting at a workstation in a computer chip fabrication facility is likely to support free trade because the resulting increase in computer chip exports will generate more employment opportunities in that industry.



18.2 Protectionist Policies Now that you know the basic rationale for specialization and trade, we can explore the effects of public policies that restrict it. Allthe restrictions we explore limit thegains from specialization and trade. We will consider four common import-restriction policies: an outright ban on imports, an import quota, voluntary export restraints, and a tariff.



Import Bans To show how an import ban affects the market, let’s start with an unrestricted market—no import ban. Figure 18.3 shows the market for shirts in Chipland, a nation with a comparative advantage in producing computer chips, not shirts. The domestic



Domestic supply



t ir h s r e p e ic r P



a



$23



17



b c



12



Total supply with free trade



Demand 0



60



80



Shirts per day ▲



FIGURE 18.3



Effects of an Import Ban In the free-trade equilibrium, demand intersects the total supply curve at pointc, with a price of $12 and a quantity of 80 shirts. If shirt imports are banned, the equilibrium is shown by the intersection of the demand curve and the domestic supply curve (point a). The price increases to $23.
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supply curve shows the quantity of shirts supplied by firms in Chipland. Looking at point b, we see that Chipland firms will not supply any shirts unless the price is at least $17 per shirt. The total supply curve for shirts, which shows the quantity supplied by both domestic firms and foreign firms (in Shirtland), lies to the right of the domestic supply curve. At each price, the total supply of shirts exceeds the domestic supply because foreign firms supply shirts, too. Point c shows the free-trade equilibrium. The demand curve from domestic residents intersects the total supply curve at a price of $12 per shirt and a quantity of 80 shirts. Because this price is below the minimum price for domestic firms, domestic firms produce no shirts, and all the shirts in Chipland are imported from Shirtland. What will happen if Chipland bans imported shirts? Foreign suppliers will disappear from the shirt market, so the total supply of shirts will be the domestic supply. In Figure 18.3, point a shows the equilibrium when Chipland bans imported shirts: The domestic demand curve intersects the domestic supply curve at a price of $23 per shirt and a quantity of 60 shirts. In other words, the decrease in supply resulting from the import ban increases the price consumers have to pay for shirts and decreases the quantity available for them to buy.



Quotas and import quota A government-imposed limit on the quantity of a good that can be imported.



voluntary export restraint (VER) A scheme under which an exporting country voluntarily decreases its exports.



import licenses Rights, issued by a government, to import goods.



Voluntary Export



Restraints



An alternative to an import ban is an import quota—a government-imposed limit on the quantity of a good that can be imported. An import quota is a restrictive policy that falls between free trade and an outright ban: Imports are cut, but not eliminated. For example, if a quota were put on shirts, the price consumers would have to pay would fall somewhere between the price they would pay with free trade ($12 per shirt, as in our example) and the price they would pay if imported shirts were banned ($23 per shirt). Where exactly the price would fall would depend on how high or low the quotas are. Import quotas are illegal under international trading rules. To get around these rules, an exporting country will sometimes agree to a voluntary exp ort restraint (VER) . VERs are similar to import bans. When an exporting nation adopts a VER, it decreases its exports to avoid having to face even more restrictive trade policies importing countries might be tempted to impose on them. Although VERs are legal under global-trade rules, they violate the spirit of international free-trade agreements. In any case, quotas and VERs have the same effect. Like a quota, a VER increases the price of the restricted good, making it more feasible for domestic firms to participate in the market. Figure 18.4 shows the effect of an import quota or VER. Starting from the free-trade equilibrium at point c, an import quota will shift the total supply curve to the left: At each price there will be a smaller quantity of shirts supplied because foreign suppliers aren’t allowed to supply as many. The total supply curve when there is an import quota or VER will lie between the domestic supply curve and the total supply curve under free trade. The equilibrium under an import quota or VER occurs at point d, where the demand curve intersects the total supply curve under an import limitation. The $20 price per shirt with the import quota exceeds the $17 minimum price of domestic firms, so domestic firms supply 22 shirts (point e). Under a free-trade policy, they would have supplied no shirts. A quota or a VER produces winners and losers. The winners include foreign and domestic shirt producers. In our example, foreign firms can sell shirts at a price of $20 instead of $12 each, and the price is high enough for domestic firms to participate in the market. This generates benefits for the firms and their workers. The losers are consumers, who pay a higher price for shirts. In some cases, the government issues import licenses to some citizens, who can then buy shirts from foreign firms at a low price, such as $12, and sell the shirts at the higher domestic price, $20. Because import licenses provide profits to the holder, they are often awarded to politically powerful
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FIGURE 18.4



Market Effects of a Quota, a VER, or a Tariff An import quota shifts the supply curve to the left. The market moves upward along the demand curve to point d, which is between point c (free trade) and a (an import ban). We can reach the same point with a tariff that shifts the total supply curve to the same position.



firms or individuals. Moreover, because they are so valuable, some people may bribe government officials to obtain them. We know consumers pay higher prices for goods that are subject to protectionist policies, but how much more? Here is one example. In the United States, voluntary export restraints on Japanese automobiles in 1984 increased the price of a Japanese car by about $1,300 and the price of a domestic car by about $660.1 An alternative to a quota or a VER is an import tariff, which is a tax on an imported good. Tariffs have the same effect as quotas and VERs. We know from our earlier discussions that a tax shifts the supply curve to the left and increases the equilibrium price. In Figure 18.4, suppose the tariff shifts the total supply curve with free trade so that it intersects the domestic demand curve at point d. In other words, we reach the same point we reached with the quota: Consumers pay the same $20 price per shirt, and domestic firms produce the same quantity (22 shirts). There is one fundamental difference between a quota and a tariff. An import quota allows importers to buy shirts from foreign suppliers at a low price—say, $12 per shirt—and sell them for $20 each, the artificially high price. In other words, importers make money from the quota. Under a tariff, the government gets the money, collecting $8 per shirt from foreign suppliers. Citizens in Chipland will prefer the tariff to the quota because the government can use the revenue from the tariff to cut other taxes or expand public programs. In the real world, tariffs can have major effects. One trade expert estimated that cutting industrial tariffs by 50 percent would increase the output of the world’s economy by $270 billion per year. Similar easing of tariffs on agricultural products would cut the world’s food bill by $100 billion.2 Tariffs also appear to disproportionately affect the poor.



Responses to



Protectionist Policies



A restriction on imports is likely to lead to further restrictions on trade. For example, if Chipland bans shirt imports, Shirtland might retaliate by banning computer chips from Chipland. A trade war of this sort could escalate to the point where the two nations return to self-sufficiency. If this happens, the two countries would be forced



tariff A tax on imported goods.
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THE IMPACT OF TARIFFS ON THE POOR APPLYING THE CONCEPTS #1: Do tariffs (taxes) on imported goods hurt the poor disproportionately?



Economists have found that tariffs in the United States fall most heavily on lower-income consumers. In the United States, tariffs are very high on textiles, apparel items, and footwear. These goods represent a higher fraction of the consumption of lower-income households than higher-income households. For example, footwear accounts for 1.3 percent of the expenditure of lower-income households, as compared to 0.5 percent for higher-income households. Moreover, even within these categories of goods for which tariffs are high, the highest tariffs fall on the cheapest products—precisely those that will be purchased by lower-income consumers. For example, low-price sneakers face a 32 percent tariff whereas expensive track shoes face only a 20 percent tariff. In general, to protect U.S. industries, tariffs are highest on labor-intensive goods; goods that use relatively more labor than capital. But these goods tend to be lower priced. That is why tariffs do fall disproportionately on the poor. Related to Exercise 2.7 . SOURCE: Based on Economic Report of the President 2006, February 2006 (Washington, D.C.: Government P rinting Office), chap. 7.



to scale back their consumption. We can see that by looking back at Figure 18.2 : Chipland will move from point h to point f, and Shirtland will move from point k to point c. This sort of retaliatory response is common. Because it is, we know that protecting one industry in a nation is likely to harm that nation’s other exports. Chipland’s shirt industry, if protected from imports, may grow, but it will be at the expense of its computer-chip industry. Many import restrictions have led to retaliatory policies and substantially lessened trade. The most famous was the Smoot−Hawley Tariff Act of 1930. When the United States increased its average tariff on imports to 59 percent, its trading partners retaliated with higher tariffs on U.S. products. The resulting trade war reduced international trade and deepened the worldwide depression of the 1930s. The threat of retaliatory pol ici es may persuade a nat ion to loosen its protectionist policies. For example, in 1995 the United States announced it would impose 100 percent tariffs on Japanese luxury cars if Japan didn’t ease its restrictions on imported auto parts. Just hours before the tariffs were to take effect, the two nations reached an agreement that was expected to increase the sales of U.S. auto parts to Japanese firms. In 2002, President Bush imposed tariffs on steel. However, when faced with the threat of retaliatory policies in Europe, he ended the sanctions in 2003. Import restrictions also create an incentive to smuggle goods. The restrictions create a gap between the cost of purchasing the restricted goods abroad and the price goods can be sold for in the protected economy, so there is a profit to be made.



18.3 What Are the Rationales for Protectionist Policies? Why would a government impose protectionist policies such as an import ban, quota, VER, or tariff? We’ll look at three possible reasons: 1 To shield workers from foreign competition
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2 To nurture infant industries until they mature 3 To help domestic firms establish monopolies in world markets



T o S hi e l d W o r ke rs f ro m Fo r e i g n C o m p e t i t i o n One of the most basic arguments for protectionism is that it shields workers in industries that would be hurt by trade. Suppose, relative to the United States, nations in the Far East have a comparative advantage in producing textiles. If the United States were to reduce existing tariffs on textiles, domestic manufacturers could not compete. They would have to close their factories and lay off workers. In an ideal world, the laid-off workers would take new jobs in other sectors of the economy. In practice, this is difficult. Many workers don’t immediately have the skills to go to work in other sectors, and obtaining those skills part takesoftime. Moreover, thePoliticians textile industry is heavily concentrated in the southeastern the United States. from that region will try to keep tariffs in place to prevent temporary unemployment and changes in employment patterns in their areas—they have an incentive to protect their own constituents, even though it may cause major economic losses for the economy. The result of this protection will be less-efficient production, higher prices, and lower consumption for the United States. How much does it cost to protect a job?



T o Nu r t ur e I nf a n t In d u s tr i e s u n ti l T h e y M a t ur e During World War II the United States built hundreds of boats, called Liberty ships, for the navy. As more and more of these ships were built, each required fewer hours to complete because workers acquired knowledge during the production process and got better at it. Engineers and economists call this phenomenon learning by doing. To learn a new game, such as Ping-Pong, you learn by doing. At first, you may find it difficult to play, but your skills improve as you go along. Tariffs and other protectionist policies are often defended on the grounds that they protect new or infant industries that are in the early stages of development and can benefit doing. A the tariffinfant shields a young industry the competition of itsfrom morelearning mature by rivals. After industry “grows up,” from the tariff can eventually be eliminated because the industry is able to compete. In practice, infant industries rarely become competitive with their foreign rivals. During the 1950s and 1960s, many Latin American countries used tariffs and other policies to protect their young manufacturing industries from foreign competition. Unfortunately, the domestic industries never became as efficient as foreign suppliers, and the Latin American countries that tried this policy suffered. Another problem with protecting an infant industry is that once a government gives an industry tariff protection, it is difficult to take that protection away. More generally, even some established companies also complain about “unfair competition,” but this concept does not always make sense.



T o He lp D o m e s t i c F i rm s E st a b l i s h Mo n o p o l ie s i n World Markets If the production of a particular good requires extremely large economies of scale, the world market will support only a few, or perhaps just one, firm. In this case, a nation might be tempted to adopt policies to ensure a company within its borders will end up being world Suppose theindustry, commercial industry canAsupport only one the large firm.monopolist. If two firms enter the bothaircraft will lose money. nation could agree to provide financial support to a domestic firm to guarantee the firm will make a profit. With such a guarantee, the domestic firm will enter the industry. Knowing this, a foreign firm will be reluctant to enter, so the domestic firm will capture the monopoly profit. The country where the successful firm is located will benefit from higher production and more jobs for its citizens.



learning by doing Knowledge and skills workers gain during production that increase productivity and lower cost. infant industries Industries that are at an early stage of development.
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CHINESE IMPORTS AND LOCAL ECONOMIES APPLYING THE CONCEPTS #2: What have been the local effects of Chinese imports?



Do imports from China really make a difference in U.S. labor markets? Economists David Autor, David Dorn, and Gordon Hanson examined detailed data on Chinese imports into local communities. Some local communities are more heavily impacted by Chinese imports than others depending on the mix of products produced locally. The authors found that the pace of Chinese import growth was so rapid from 1990 to 2007 that it often had a strong and negative effect on local economies. Those communities that were more exposed to imports had larger increases in workers receiving unemployment insurance, food stamps, and disability payments. These findings do not mean that trade with China was ultimately beneficial. Displaced workers can find new jobs and import competition lowers prices for all consumers. But it does mean that the burden of adjustment to imports varies by region. Some regions will have a more difficult time adjusting than others to a sudden influx of imports. The study also does not measure the indirect benefits from trade with China. As the Chinese economy expanded during this period, it created more export opportunities for producers in the United States. Those benefits were not measured in this study. Related to Exercise 3.7 . SOURCE: Based on David H. Autor, David Dorn, and Gordon H. Hanson, “The China Syndrome: Local Labor Market Effects of Import Competition in the United S tates,” MIT Working Paper, May 2012, Available at: http://economics.mit. edu/faculty/dautor/papers/inequality (Accessed May 28, 2012).



One famous example is Airbus, an airplane-manufacturing consortium in Europe that competes with the U.S. firm Boeing. Several European countries provided large subsidies for the firms producing the Airbus line of planes. These subsidies allowed the consortium firms to underprice their rivals in the United States, and at least one U.S. manufacturer of commercial airplanes was forced out of business. What could go wrong with these monopoly creation policies? First, if both nations subsidize their domestic firms, both firms will enter the market and lose money. The taxpayers in both countries will then have to pay for the subsidies. Second, a nation may pick the wrong industry to subsidize. Together, the British and French subsidized an airplane known as the Concorde, which flew at supersonic speeds, rapidly shuttling passengers between Europe and the United States. Although the Concorde captured the market, the market was not worth capturing. The venture lost money because the Concorde was very costly to develop and fly, and few people were willing to pay a large premium for supersonic travel. The Concorde stopped flying in 2003. Finally, the subsidized firm may not perform well. As an example, in 2006, Airbus was facing severe problems with its planes and losing business to its competitor, Boeing.



18.4 A Brief History of International Tariff and Trade Agreements



Today, the average U.S. tariff is 4.6 percent of the value of imported goods, a rate close to the average tariffs in Japan and most European nations but very low by historical standards. When the Smoot−Hawley tariffs were implemented in the
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1930s, the average U.S. tariff was a whopping 59 percent of a product’s price. Tariffs are lower today because several international agreements subsequently reduced them. The first major international trade agreement following World War II was the General Agreement on Tariffs and Trade (GATT). This agreement was initiated in 1947 by the United States and 23 other nations and now has over 149 members. Nine rounds of GATT negotiations over tariffs and trade regulations have taken place, resulting in progressively lower tariffs for the member nations. The last completed set of negotiations, the Uruguay round (1994), decreased tariffs by about one-third of the previous level. In 1995, the World Trade Organization (WTO) was formed to enforce GATT and other international trade agreements. Under GATT’s “most favored nation” provision, a country that reduces tariffs for one nation must do so for all members of GATT. This provision helps reduce tariffs throughout the world. The most recent round of trade negotiations began in Doha, Qatar, in 2001 but major negotiations collapsed in 2008, although the negotiations still continue on a smaller scale. This round was billed as an attempt to benefit developing countries that exported agricultural goods. The idea was that reductions in subsidies and tariffs on agriculture goods in developed countries would promote exports of agriculture goods for developing countries. In turn, developed countries wanted lower tariffs for industrial goods in developing countries. Why did the negotiations fail? One reason was that China and India, rapidly growing countries each with populations over a billion, were more interested in promoting their industrial bases than their agricultural exports. Perhaps a second reason was that previous trade negotiations had been successful, leaving less room for “grand bargains” that would motivate all countries to embrace new agreements. If global negotiations do not work, what alternatives are there? In addition to the large group of nations in the WTO, other groups of nations have formed trade associations to lower trade barriers and promote international trade. Here are some of the best-known agreements: • The North American Free Trade Agreement (NAFTA) took effect in 1994 and was implemented over a 15-year period. It eliminates all tariffs and other trade barriers between Canada, Mexico, and the United States. • The European Union (EU) was designed to remove all trade barriers within Europe and create a single market. Initially, the EU consisted of just six countries: Belgium, Germany, France, Italy, Luxembourg, and the Netherlands. Denmark, Ireland, and the United Kingdom joined in 1973; Greece in 1981; Spain and Portugal in 1986; and Austria, Finland, and Sweden in 1995. In 2004, the biggest ever enlargement took place with 10 new countries joining the EU. • The leaders of 18 Asian nations have formed an organization called Asian Pacific Economic Cooperation (APEC). In 1994, APEC signed a nonbinding agreement to reduce trade barriers among these nations. • The Dominican Republic–Cen tral America Free Trade Ag reem ent (DR-CAFTA) promotes trade liberalization between the United States, the Dominican Republic, and five Central American countries: Costa Rica, El Salvador, Guatemala, Honduras, and Nicaragua. DR-CAFTA is modeled after NAFTA. Some economists are concerned that these regional trade agreements may stand in the way ofmay broader tradefor agreements under GATT. Although agreements lead international to reduced tariffs neighboring or member countries,regional they do little to promote efficiency across the globe. For example, a Belgian firm may find it easier to sell goods in France than does a firm from South America that has a lower cost of production.



General Agreement on Tariffs and Trade (GATT) An international agreement established in 1947 that has lowered trade barriers between the United States and other nations. World Trade Organization (WTO) An organization established in 1995 that oversees GATT and other international trade agreements, resolves trade disputes, and holds forums for further rounds of trade negotiations.
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18.5 Recent Policy Debates and Trade Agreements We’re now ready to discuss three recent policy debates concerning international trade: 1 Are foreign producers dumping their products? 2 Do trade laws inhibit environmental protection? 3 Do outsourcing and trade cause income inequality?



A re Fo re ig n P r o d u c e r s D u mp in g T h e i r P r o d u c t s ? dumping A situation in which the price a firm charges in a foreign market is lower than either the price it charges in its home markets or the production cost.



Although tariff rates have been reduced in recent years, a number of controversies surrounding free trade remain. One of these relates to dumping. A firm is dumping when the price it charges in a foreign market is either lower than the price it charges in its home market or lower than its production cost. Dumping is illegal under international trade agreements. Hundreds of cases of alleged dumping are presented to WTO authorities each year. Here are some cases in which the WTO concluded that dumping had indeed occurred: Hong Kong VCRs sold in Europe; Chinese bicycles sold in the United States; Asian TV sets sold in Europe; steel from Brazil, India, Japan, and Spain sold in the United States; U.S. beef sold in Mexico; and Chinese computer disks sold in Japan and the United States. Under the current provisions of the WTO,
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ARE THEY REALLY DUMPING? APPLYING THE CONCEPTS #3: How does the Commerce Department try to determine whether countries are dumping their products?



Dumping market. is sellingYou a product in a foreign market a lowera price than a firm’s own domestic might think that this wouldatrequire comparison of actual prices charged in home markets compared to foreign markets. But that is rarely the case in the United States. For example, from 1995 to 1998, only 4 out of 141 cases of dumping used actual prices. Instead, the U.S. Department of Commerce typically uses a “constructed value” method where it makes its own estimates of what prices in countries’ own markets would be based on available data on production costs, transportation, and other expenses and also a margin for profit and administration. In many cases, these are very crude and dated estimates. In other cases, they rely solely on the information provided by the parties who filed the complaint, who clearly have a vested interest in the outcome. Perhaps this is why the Commerce Department virtually always finds that foreign countries are in fact guilty of dumping their products. Chinese companies have been accused of dumping for a wide array of products including crawfish, paint brushes, sodium nitrate, and plastic shopping bags. Critics of dumping believe that “constructed values” calculations overstate prices in domestic markets and inevitably lead to the conclusion that firms are in fact guilty of dumping their products. Related to Exercise 5.7 .



SOURCE: Based on Douglas A. Irwin,Free Trade under Fire (Princeton, New Jersey: Princeton University Press, 2009), chap. 5.
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a nation can impose antidumping duties, a tax, on products that are being dumped within its borders. Why would a firm dump—charge a low price in the foreign market? The first reason is price discrimination. Price discrimination occurs when a firm charges a different price to different customers buying the same product. If a firm has a monopoly in its home market but faces strong competition in a foreign market, it will naturally charge a higher price in the home market. What the firm is doing is using its monopoly power to charge higher prices to consumers at home and charge lower prices to consumers abroad where it faces competition. This strategy maximizes the firm’s profits. To illustrate how international price discrimination works, let’s look at the case of Korean VCRs.3 In the 1980s there were only three firms, all Korean, selling VCRs in Korea, but there were dozens of firms selling VCRs in Europe. The lack of competition in Korea generated very high prices for Korean consumers, who paid much more than European consumers paid for identical Korean VCRs and VCRs produced by firms in other countries. Essentially, Korean firms used their market power to discriminate against consumers in their own country. When international trade authorities concluded these companies were, indeed, dumping VCRs in Europe, the Korean firms responded by cutting prices in their home market. However, they didn’t increase their prices in Europe—much to the delight of European consumers and the dismay of European producers, who had sought relief from the dumping in the first place. The Korean VCR example brings up a second reason for dumping: predatory pricing —cutting prices in an attempt to drive rival firms out of business. The predatory firm sets its price below its production cost, low enough that both the predator and its prey (a firm in the foreign market) lose money. After the prey goes out of business, the predator increases its price to earn a monopoly profit. Although the rationale for antidumping laws is to prevent predatory pricing, it is difficult to determine whether low prices are the result of this or price discrimination. Many economists are skeptical about how frequently predatory pricing actually occurs, as opposed to price discrimination. They suspect many nations use their antidumping laws as protectionist policies in disguise. Because WTO rules limit tariffs and quotas, some nations may be tempted to substitute antidumping duties for these protectionist policies. Until the 1990s, antidumping cases were brought almost exclusively by Australia, New Zealand, Europe, Canada, and the United States. However, starting in the 1990s, the number of antidumping cases alleged by developing countries began to rise. Today, approximately half the cases are brought by developing countries. Professor Thomas Prusa of Rutgers University has studied antidumping and has found it is a potent weapon for protecting domestic industries. If an antidumping case is settled and a tariff is imposed as a result, imports typically fall by 50 to 70 percent during the first three years of the protection period. Even if a country loses a claim, imports still fall by 15 to 20 percent. 4



Do Trade



Laws Inhibit Environmental Protection?



In recent trade negotiations, a new player—environmental groups—appeared on the scene. Starting in the early 1990s, environmentalists began to question whether policies that liberalized trade could harm the environment. They were concerned that increased trade would lead to worldwide environmental degradation. An important issue that attracted their attention was the killing of dolphins by tuna fishers. Anyone who catches tuna with a large net will also catch the dolphins that swim with the tuna, and most of the dolphins will die. In 1972, the United States outlawed



price discrimination The practice of selling a good at different prices to different consumers.



predatory pricing A firm sells a product at a price below its production cost to drive a rival out of business and then increases the price.
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the use of tuna nets by U.S. ships. However, ships from other nations, including Mexico, were still catching tuna with nets and selling that tuna in the United States. The United States responded with a ban of Mexican tuna caught with nets. The Mexican government complained to an international trade authority that the tuna boycott was an unfair trade barrier. The trade authority agreed with Mexico and forced the United States to remove the boycott. Under current WTO rules, a country can adopt any environmental standard it chooses, as long as it does not discriminate against foreign producers. For example, the United States can limit the exhaust emissions of all cars that operate in the United States. As long as emissions rules apply equally to all cars, domestic and imports, the rules are legal according to the WTO. An international panel upheld U.S. fuel efficiency rules for automobiles on this principle. The tuna boycott was a violation of WTO rules because killing dolphins does not harm the U.S. environment directly. For the same reason, the United States cannot ban imported goods produced by factories that generate air or water pollution in other countries. It is easy to understand why WTO rules do not allow countries to restrict trade on the basis of the methods that are used to produce goods and services. Countries differ in the value they place on the environment. For example, a poor nation may be willing to tolerate more pollution if it means attaining a higher standard of living for its citizens. If trade restrictions cannot be used to protect the dolphins and deal with other global environmental problems, what else can we do? Shouldn’t we have the right to protect dolphins? International agreements have been used for a variety of different environmental goals, from limiting the harvest of whales to reducing the chemicals that deplete the ozone layer. These agreements are difficult to reach, however, so some nations will be tempted to use trade restrictions to pursue environmental goals. If they do, they will encounter resistance because WTO rules mean that a nation can pursue its environmental goals only within its own borders. In recent years, environmentalists have lobbied Congress not to approve bilateral trade deals unless sufficient environmental standards are in place. This trend is likely to continue. Trade disputes about environmental issues are part of a larger phenomenon that occurs when trade issues and national regulations collide. At one time, most trade disputes were simply matters of protecting domestic industries from foreign competition. Agriculture, textile, and steel industries around the world frequently benefited from various forms of protection. But in recent years, a new breed of trade disputes has erupted revolving around social problems and the role that government regulation should play in solving them. The EU, for example, has banned imports of hormone-treated beef. The United States and Canada successfully challenged this ban with the WTO. They argued there was no scientific evidence that hormone-treated beef adversely affected human health. The EU refused to rescind the ban and, as a consequence, the United States and Canada were permitted to impose retaliatory tariffs on a wide range of European products that affected many EU industries. The EU’s ban on hormone-treated beef was intended to protect European farmers from imports, but it also reflected Europeans’ nervousness about technology. After all, Europe banned all hormone-treated beef, not just imported beef. Shouldn’t a country have a right to pursue this policy, even if it is not based on the best science of the day? Although the costs of the policy are straightforward in terms of higher beef prices, the benefits, in terms of potential safety and peace of mind, are much more difficult to assess. Similar issues have arisen as genetically modified crops have become more commonplace. As a world trading community, we will have to decide at what point we allow national policy concerns to override principles of free trade.
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TRADE, CONSUMPTION, AND INEQUALITY APPLYING THE CONCEPTS #4: Why might international trade reduce measured inequality in the United States?



While it is conventional wisdom now that inequality in the United States has increased in the last several decades, until recently no one had taken a careful look at the actual living standards of different income groups, taking into account the goods they purchase. Two economists from the University of Chicago, Christian Broda and John Romalis, discovered that the prices low-income groups paid for goods and services increased substantially less than for high-income groups. As a result, living standards have not become more unequal. The key to understanding this result is that consumption patterns of the rich and poor differ. The poor consume a higher ratio of nondurable goods (such as cosmetics, toys, and sporting goods) to services than the rich, while prices for nondurable goods have risen less than prices for services. Prices for the nondurable goods purchased by the poor, which are typically sold in grocery, drug, and mass merchandise stores, also increased less than the prices of nondurable goods purchased by the rich. And the poor typically consume a higher fraction of new goods, whose prices have often fallen. Trade with China is an important part of this story. About one-third of the change in relative prices that has helped the poor can be accounted for by an increase in imports from China. These are the goods that stock the shelves of Walmart and other lower-end stores where the poor shop. Sam Walton and his successors effectively ran their own antipoverty program. The moral of the story: Trade does not just affect employment patterns—it also changes prices. We must take both factors into account to understand how living standards have changed for the rich and poor. Related to Exercise 5.9 . SOURCE: Based on Christian Broda and John Romalis, “Inequality and Prices: Does China Benefit the Poor in America?” March 26, 2008, http://siteresources.worldbank.org/INTMACRO/Resources/June5&62008MGConferencePAPERBRODA. pdf (accessed May 29, 2012).



Do Outsourcing and



Trade Cause Inco



me Inequality?



Inequality in wages has been growing in the United States since 1973. The wages of skilled workers have risen faster than the wages of unskilled workers. World trade has also boomed since 1973. Could there be a connection between the two? Trade theory suggests a link between increased trade and increased wage inequality. Here is how they might be linked. Suppose the United States produces two types of goods: one using skilled labor (say, airplanes) and one using unskilled labor (say, textiles). The United States is likely to have a comparative advantage in products that use skilled labor, and developing countries are likely to have a comparative advantage in products that use unskilled labor. An increase in world trade will increase both exports and imports. An increase in U.S. exports means we’ll need to produce more goods requiring skilled labor, so the domestic demand for skilled labor will increase, and so will the wages of these workers. At the same time, an increase in U.S. imports means we’ll be buying more goods produced by unskilled laborers abroad, so the demand for unskilled workers here will decrease, and these people’s wages will fall. As a result, the gap between the wages of the two types of workers in the United States will grow.
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outsourcing Firms producing components of their goods and services in other countries.



In addition, U.S. firms will produce some components of their goods and services overseas, which is known as outsourcing . If a firm outsources products that use unskilled labor, the demand for unskilled labor in the United States will decline, and this will also increase the gap between wages for the skilled and the unskilled. Economists have tried to determine how much trade has contributed to growing wage inequality in the United States. As usual, other factors make such a determination difficult. It is difficult, for example, to distinguish between the effects of trade and the effects of technical progress. Technical change, such as the rapid introduction and use of computers, will also tend to increase the demand for skilled workers and decrease the demand for unskilled workers. Economists have noted, however, that the exports of goods using skilled labor and the imports of goods using unskilled labor have both increased, just as the theory predicts. Nonetheless, at least some of the increased wage inequality is caused by international trade. Trade, however, may also reduce the prices of goods and services purchased by consumers in different income classes. We must take this factor into account in assessing trade and inequality. One response to this undesirable side effect of trade is to use trade restrictions to protect industries that use unskilled workers. Another approach is to make the transition to an economy with more skilled than unskilled jobs less traumatic. In the long run, of course, workers will move to industries that require skilled labor, and they will eventually earn higher wages. However, in the short run the government could facilitate the transition by providing assistance for the education and training of unskilled workers. More recently, there has been another concern. In recent years, jobs in call centers for airlines and credit card companies, customer service and technical support for computers, and the work of writing computer code have been relocated overseas. Some of these jobs require considerable skill, and therefore not all jobs that are outsourced will be low-skilled jobs. Nor can all services be outsourced, particularly those that are less routine. In the coming years, we will gain better insights into how international trade and outsourcing affect the wages of skilled workers.



Why Do People Protest Free



Trade?



We have seen some of the important policy issues surrounding trade. Under current international trade rules, a country cannot dictate the terms under which another country actually produces the goods and services it sells—even if production harms the environment. It is also possible that free trade can contribute to inequality within the United States, although lower prices for goods consumed partially offset this effect. But do these reasons explain the passion we sometimes see in protests against free trade, such as the riots in 1999 in Seattle at a WTO meeting or the protestors dressed in death masks gathering at world trade meetings? Possibly, but protestors are more likely driven by something very basic. As we have seen in this chapter, trade and specialization provide important opportunities to raise living standards throughout the globe. But they also mean individuals and nations surrender some of their independence and sovereignty. By not producing precisely what we consume, we become dependent on others to trade with us. By cooperating with other nations, we need to develop agreed-upon rules that, at times, limit our own actions. The protestors may simply not understand the principles of trade, but they also may fear loss of cultural identity and independence. In today’s world, “no man is an island.” Nations have become increasingly dependent on one another. Multinational corporations are the ultimate symbol of this interdependence, producing and distributing goods on a global scale. Thus companies such as McDonald’s, Starbucks, or Nike can come under attack by protestors. The benefits of trade, however, are so vast that countries will need to find ways to address issues of sovereignty and control while retaining an open and prosperous trading system.



 SUMMARY In this chapter, we discussed the benefits of specialization and trade, and we explored the trade-offs associated with protectionist policies. There is a basic conflict between consumers who prefer free trade because free trade decreases prices and workers in the protected industries who want to keep their jobs. Here are the main points of the chapter:



3 Because the victims of protectionist policies often retaliate, the protection of a domestic industry can harm an exporting industry.



1 If one country has a comparative advantage vis-à-vis another country in producing a particular good (a lower opportunity cost), specialization and trade will benefit both countries.



pursue its environmental goals only within its own borders. 7 International trade has contributed to the widening gap between the wages of low-skilled and high-skilled labor. However, it also has reduced the relative prices facing the poor, offsetting some of the effects on inequality.



2 An impor t ban or an import quota increases prices, protecting domestic industries, but domestic consumers pay the price.



4 A tariff, a tax on imports, generates revenue for the government, whereas an import quota—a limit on imports—generates revenue for foreigners or importers. 5 In principle, the laws against dumping are designed to prevent predatory pricing. In practice, predatory pricing laws are often used to shield domestic industries from competition. Allegations of it are hard to prove. 6 Under World Trade Organization (WTO) rules, each country may
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EXERCISES 18.1 1.1 1.2 1.3



1.4 1.5



All problems are assignable in MyEconLab.



Benefits from Specialization and Trade



A country has a comparative advantage if it has a lower cost of producing a good. The terms of trade is the rate at which two goods can be for one another. Suppose a country has a comparative advantage in shirts but not computer chips. Workers in the chip industry will be with trade. Countries will always export the goods in which they have absolute advantage. (True/False) Finding Comparative Advantage. In one minute, Country B can produce either 1,000 TVs and no computers or 500 computers and no TVs. Similarly, in one minute Country C can produce either 2,400 TVs or 600 computers. a. Compute the opportunity costs of TVs and computers for each country. Which country has a comparative advantage in producing TVs? Which



1.6



1.7



country has a comparative advantage in producing computers? b. Draw the production possibilities curves for the two countries. Benefits from Trade. In Country U, the opportunity cost of a computer is 10 pairs of shoes. In Country C, the opportunity cost of a computer is 100 pairs of shoes. a. Suppose the two countries split the difference between the willingness to pay for computers and the willingness to accept computers. Compute the terms of trade, that is, the rate at which the two countries will exchange computers and shoes. b. Suppose the twoofcountries exchange computer for the number shoes dictated by one the terms of trade you computed in part (a). Compute the net benefit from trade for each country. Measuring the Gains from Trade. Consider two countries, Tableland and Chairland, each capable of
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 producing tables and chairs. Chairland can produce the following combinations of chairs and tables: All chairs and no tables: 36 chairs per day All tables and no chairs: 18 tables per day Tableland can produce the following combinations of chairs and tables: All chairs and no tables: 40 chairs per day All tables and no chairs: 40 tables per day In each country, there is a fixed trade-off of tables for chairs. a. Draw the two production possibilities curves,



1.8



with chairsaxis. on the vertical axis and tables on the horizontal b. Suppose each country is initially self-sufficient and divides its resources equally between the two goods. How much does each country produce and consume? c. Which country has a comparative advantage in producing tables? Which country has a comparative advantage in producing chairs? d. If the two countries split the difference between the buyer’s willingness to pay for chairs and the seller’s willingness to accept, in terms of chairs per table, what are the terms of trade? e. Draw the consumption possibilities curves. f. Suppose each country specializes in the good for which it has a comparative advantage, and it exchanges 14 tables for some quantity of chairs. Compute the consumption bundles—bundles mean the consumption of tables and chairs—for each country. Who Benefits in the Short Run? Suppose a country is about to open its markets for trade. In the short run, would you rather be employed in an industry with a comparative advantage or a comparative disadvantage? What about in the long run?
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Protectionist Policies



If a country bans the importation of a particular good, the market equilibrium is shown by the intersection of the curve and the curve. The equilibrium price under an import quota is (above/below) the price that occurs with an import ban and (above/below) the price that occurs with free trade. From the perspective of the government, a (tariff/quota) is better. Threatening to impose a tariff on a country’s exports if it doesn’t open up its markets to trade is an example of a policy.
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Incentives for Smuggling. If a country bans imports, smugglers may try to penetrate its markets. Suppose Chipland bans shirt imports, causing some importers to bribe customs officials who “look the other way” as smugglers bring shirts into the country. Your job is to combat shirt smuggling. Use the information in Figure 18.3 on page 369 to answer the following questions: a. Suppose importers can sell their shirts on the world market at a price of $12 per shirt. How much is an importer willing to pay to get customs officials to look the other way? b. What sort of change in trade policy would make your job easier? Tariffs on Computer Chips. Suppose a country imposed tariffs on computer chips to protect its chipmaking industries. What other types of firms in that economy might object to this policy? Tariff s and the Poo r. Historically, apparel and textiles were subject to high tariffs. Explain why this might hurt low-income consumers more than highincome consumers. (Related to Application 1 on page 372.) Auctioning Import Licenses. In the text we explained that tariffs can be set to have the same effects as import quotas. However, if the government gives import licenses to producers, it will not collect any revenues. Suppose the government auctions the import licenses to the highest bidders. How will the revenue from the auction compare to the revenue raised by tariffs?
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What Are the Rationales for Protectionist Policies?



The industry argument is often given to provide a rationale for tariffs for new firms. Knowledge gained during production is known as by doing. If only one firm can exist in a market, a government may try to subsidize the firm so that the country can share in the profits. In the 1950s and 1960s, countries in used tariffs and other policies to nurture domestic industries. Learning by Doing? An industry has been operating for 10 years under protection. The government wants to remove tradethe protection, butbecause the industry claims that the it needs protection of learning by doing. Evaluate its claim. Can you think of a circumstance where it could be true? Two Countries Fighting over Airplane Production. Suppose there are monopoly profits in the production of airplanes, but two countries are each determined to
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capture the industry. When one country subsidizes its domestic firm, the other country matches the tactic. As a result, both firms stay in business. Who gains and who loses? Consider the effects on the firms, consumers, and taxpayers. Why the Pace of Imports May Matter. If it rains very hard during a major storm, the drains in the streets may not be able to handle all the water and flooding will temporarily occur. Use this analogy to explain why the pace of imports into a community may be important in the short run for economic adjustment. (Related to Application 2 on page 374). Protection for Candle Makers. In a famous tale, the French economist Frédéric Bastiat (1801–1850) wrote a fake petition for relief from trade for the candle makers. They were complaining that the sun was hurting their business. What lesson do you draw from this tale?
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A Brief History of International Tariff and Trade Agreements



The latest trade round is called the round. was formed in 1995 to oversee 4.2The GATT. 4.3 NAFTA is a free-trade agreement between the United States, Mexico, and . 4.4 The average tariff rate in the United States is roughly 4.1
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percent. A Majo r Change in U.S. Trade Po licy? In Chapter 7 of the 2006 Economic Report of the President ( ww w.g po ac ce ss .g ov /e op /d ow nl oa d. ht ml ), the authors of the report discuss the important changes that occurred in 1934 under the Reciprocal Trade Agreements Act. They contend that it began to move the United States to a policy of more open trade after the Smoot−Hawley tariffs. Identify the key changes enacted in 1934. Expansion in the European Union. When the EU srcinated, member countries generally had similar standards of living. However, with the most recent expansion of the EU, countries that were less developed joined the developed countries. What implications might the entry of the new countries have for wage inequality within the more established European countries? Tr ad e in In te ll ec tu al Pr op er ty . Tr ad e in international property (for example, patents, licenses, royalty agreements) has been particularly controversial. Go to the intellectual property section of the WTO’s Web site (http://www.wto.org/english/ tratop_e/trips_e/trips_e.htm ) and explore some of



its case studies. Do developing countries, as well as developed countries, have an interest in protecting intellectual property?
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Recent Policy Debates and Trade Agreements



Pricing below production cost or selling at prices in foreign markets less than those in domestic markets is known as . Under global trade rules, the United States was allowed to ban Mexican tuna because Mexico used fishing nets that killed dolphins. (True/False) Suppose the United States has a comparative advantage in goods that use skilled labor. If we trade with a country that has a comparative advantage in goods using unskilled labor, the wage differences between skilled and unskilled labor in the United States will . Under a scheme of pricing, a firm cuts its price to drive out rivals and then raises its price later. Trade in Genetically Modified Crops. Suppose the residents of a country become fearful of using genetically modified crops in their food supply. Consider the following two possible scenarios: a. Aw are of cons umer se nt im en t, th e la rg es t supermarket chains in the country vow they will not purchase food products that use genetically modified crops. b. The government, aware of voter sentiment during an election year, bans the import of the food products that use genetically modified crops. In both cases, no genetically modified crops enter the country. Does either of these cases run afoul of WTO policies? Blinder versus Bhagwati on Outsourcing of Services. In an essay in the journal Foreign Affairs , Princeton economist Alan Blinder warned that the United States potentially faces great dangers from outsourcing of services. Columbia economist Ja gd is h Bh ag wa ti wa s hi gh ly sk ep ti cal of th is argument. Read both articles and come to your own assessment. The Blinder article, “Offshoring: The Next Industrial Revolution,” Foreign Affairs , March/ April 2006, is available at http://www.foreignaffairs. com/articles/61514/alan-s-blinder/offshoring-thenext-industrial- revolution (Accessed October 29, 2012) . The Bhagwati article, “Don’t Cry for Free Trade,” New York: Council of Foreign Relations, October 15, 2007, is available at http://www.cfr. org/trade/dont-cry-free-trade/p14526 (Accessed October 29, 2012) . 383



 5.7



5.8



A Dumping Calculation. To produce 100 units of a good, a firm needs $40,000 in labor, $60,000 in material and capital cost, and requires a 10 percent profit rate. What would be the hypothetical price calculated for this firm? Suppose the profit rate was 20 percent—how would the price change? (Related to Application 3 on page 376.) To Whom Should China Be Compared? Under U.S. dumping rules, China is classified as a nonmarket economy so other market economies are used to calculate prices for dumping. Until recently, China was compared to India, but now it is compared to Thailand. Using Thailand rather than India as a comparison country was one of the key reasons that



5.9



China was found to be dumping solar panels. Why does the choice of country matter? What Do the Po or and the Rich Buy? In Application 4, we highlighted research showing that the nondurable goods the poor buy have gone up in price less than those purchased by the rich and that the poor buy a higher percentage of newer goods than the rich. Can you give some examples of these price differences from your experience at normal and upscale supermarkets? Visit a couple of sameindustry stores such as Walmart and Whole Foods to collect data if necessary. (Related to Application 4 on page 379.)



NOTES 1. A Review of Recent Developments in the U.S. Automobile Industry, Including an Assessment of the Japanese Voluntary Restraint Agreements (Washington, D.C.: U.S. International Trade Commission, February 1985).



3. Taeho Bark, “The Korean Consumer Electronics Industry: Reaction to Antidumping Actions,” in Antidumping: How It Works and Who Gets Hurt, ed. J. Michael Finger (Ann Arbor, MI: University of Michigan Press, 1993), chap. 7.



2. Gary C. Hufbauer, “The Benefits of Open Markets and the Costs of Trade Protection and Economic Sanction,” ACCF Center for Policy Research, www.accf.org/publications/reports/ sr-benefits-openmarkets1997.html (accessed June 2006).



4. Virginia Postrel, “Curb Demonstrates Faults of Courting Special Interests,” New York Times, June 14, 2001.
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When Mario Draghi took over as President of the European Central Bank in 2011, he inherited of thehad most difficult financial positions one the world to offer. He was thrust into the center of the crisis in the euro that threatened the financial viability of the largest institutions in Europe. He had to work with countries that wanted more liberal and expansive monetary policies and other countries that feared inflation, debt, and monetary excess. Draghi came well-prepared for this job. He received his Ph.D. in Economics at the Massachusetts Institute of Technology, overlapping with fellow student Fed Chairman Ben Bernanke. There he studied with Nobel Laureates Franco Modigliani and Robert Solow, as well as Stanley Fischer, currently the Governor of the Bank of Israel. His career included time at the World Bank, Goldman Sachs, director of the Italian treasury, and Governor of the Bank of Italy. As one of his early acts, he took the aggressive step of making low interest, long-term loans to European banks, effectively providing them with a financial cushion to meet the oncoming economic difficulties. But the question remained whether, despite Draghi’s skills, the entire European financial system could continue without fundamental changes.



LEARNING



OBJECTIVE



S



•



Discuss how the price of foreign exchange is determined by demand and supply.



•



Distinguish between the nominal exchange



•



rate and the real exchange rate. Explain how the current account, financial account, and capital account are all related to one another.



•



List the benefits and costs of a system of fixed exchange rates compared to a system of flexible exchange rates.



•



Discuss how internationalfinancial crisis can emerge. MyEcon Lab MyEcon Lab helps you master each objective and study more efficiently.
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ll currencies are traded 24 hours a day. The value of every currency depends on news and late-breaking developments throughout the world. Rising gas prices, a new terrorist attack, or a change in the leadership of a foreign government can easily affect the price at which currencies trade with one another. If the U.S. Secretary of the Treasury utters a casual remark about the dollar or the value of the Chinese currency, it reverberates instantly throughout the world. Modern communications—e-mail, instant messaging, smart phones, videoconferencing, and satellite transmissions—accelerate the process. How do changes in the value of currencies affect the U.S. economy? In prior chapters, we explored the role of monetary policy in an open economy and its effects on exchange rates. In this chapter, we take a more comprehensive and in-depth look at exchange rates as well as other aspects of the international financial system. Understanding our international financial system will help you to interpret the often



a



complex financial news from abroad. For example, if the value of the dollar starts to fall against the Japanese yen, what does it mean? Is this good news or bad news?



19.1 How Exchange Rates Are Determined In this section, we examine how the value of a currency is determined in world markets. We then look at the factors that can change the value of a currency.



What Are exchange rate The price at which currencies trade for one another in the market.



euro The common currency in Europe.



Exchange Rates?



To conduct international transactions between countries with different currencies, it is necessary to exchange one currency for another. The exchange rate is defined as the price at which we can exchange one currency for another. Suppose a U.S. songwriter sells the rights of a hit song to a Japanese producer. The U.S. songwriter agrees to accept $50,000. If the exchange rate between the U.S. dollar and Japanese yen is 100 yen per dollar, it will cost the Japanese producer 5,000,000 yen to purchase the rights to the song. Because international trade occurs between nations with different currencies,a the exchange rate—the price at which one currency trades for another currency—is crucial determinant of trade. Fluctuations in the exchange rate can have a huge impact on what goods countries import or export and the overall trade balance. Throughout this chapter, we will measure the exchange rate in units of foreign currency per U.S. dollar, that is, as 100 Japanese yen per dollar or 0.8 euro per dollar. The euro is the common currency in Europe. With these exchange rates, you would receive 100 yen for each dollar, but only 0.8 euro for each dollar. We can think of the exchange rate as the price of dollars in terms of foreign currency. Recall from Chapter 14 that an increase in the value of a currency relative to the currency of another nation is called an appreciation of a currency. If the exchange rate between the dollar and the yen increases from 100 yen per dollar to 110 yen per dollar, one dollar will purchase more yen. Say, for instance, you’ve taken a trip to Japan for spring break. Because the dollar has appreciated, your dollar will exchange for more yen. You will now have more yen to spend on Japanese goods—say, MP3 players, DVD players, or entertainment—than you had before the dollar appreciated. The dollar has become more expensive in terms of yen. Its price has risen, in other words. Because the dollar has increased in value, we say the dollar has appreciated against the yen. A depreciation of a currency is a decrease in the value of a currency relative to the currency of another nation. If the exchange rate falls from 100 to 90 yen per dollar, you’ll get fewer yen for each dollar you exchange. Japanese goods—whose prices remain the same in Japanese yen—will become more expensive to U.S. residents. You’ll have to use more dollars to obtain the yen to purchase the same MP3 and DVD
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players. The price of dollars in terms of yen has fallen, in other words, so we say the dollar has depreciated against the yen. Be sure you understand that if one currency appreciates, the other must depreciate. If the dollar appreciates against the yen, for example, the yen must depreciate against the dollar. You’ll get more yen in exchange for the dollar, but now when you trade your yen back, you’ll get fewer dollars. For example, if the dollar appreciates from 100 to 110 yen per dollar, when you trade 100 yen back into U.S. currency, no longer will you get $1.00—you’ll get just $0.91. Conversely, if the dollar depreciates against the yen, the yen must appreciate against the dollar. If the dollar depreciates from 100 yen to 90 yen per dollar, when you trade back 100 yen, you’ll get $1.11, rather than just $1.00. The exchange rate enables us to convert prices in one country to values in another country. A simple example illustrates how an exchange rate works. If you want to buy a watch from France, you need to know what it would cost. You e-mail the store in France and are told the watch sells for 240 euros. The store owners live in France and want to be paid in euros. To figure out what it will cost you in dollars, you need to know the exchange rate between euros and dollars. If the exchange rate is 0.8 euro per dollar, the watch will cost you $300: 240 euros 0.8 euro per dollar



=



+ 300



If the exchange rate is one euro per dollar, the watch will cost only $240. As you can see, changes in the exchange rate will affect the prices of goods purchased on world markets and partly determine the pattern of imports and exports throughout the world.



How Demand and



Supply Determine Exchange



Rates



How are exchange rates determined? The exchange rate between U.S. dollars and euros is determined in the foreign-exchange market, the market in which dollars trade for euros. To understand this market, we can use demand and supply. In Figure 19.1 , we plot the demand and supply curves for dollars in exchange for euros.



Exchange rate



Supply



1 euro per dollar



0.8 euro per dollar



0.6 euro per dollar



Demand



Dollars ▲



FIGURE 19.1



The Demand for and Supply of U.S. Dollars Market equilibrium occurs where the demand for U.S. dollars equals the supply.
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The supply curve is the quantity supplied of dollars in exchange for euros. Individuals or firms that want to buy European goods or assets will need to exchange dollars for euros. The supply curve is drawn under the assumption that as euros become cheaper, total spending on European goods and assets will increase. Therefore, the supply curve slopes upward: As the value of the dollar increases, more dollars will be supplied to the currency market in exchange for euros. The demand curve represents the quantity demanded of dollars in exchange for euros. Individuals or firms in Europe that want to buy U.S. goods or assets must trade euros for dollars. For example, to visit Disney World in Florida, a German or French family must exchange euros for dollars. As the exchange rate for the U.S. dollar falls, dollars become cheaper in terms of euros. This makes U.S. goods and assets less expensive for European residents, because each euro buys more U.S. dollars. As U.S. goods and assets become cheaper, we assume more European residents will want to trade euros for dollars. Therefore, the demand curve for dollars in exchange for euros slopes downward: Total demand for dollars will increase as the price of the dollar falls, or depreciates, against the euro. Equilibrium in the market for foreign exchange occurs where the demand curve intersects the supply curve. In Figure 19.1, equilibrium occurs at an exchange rate of 0.8 euro per dollar. At this price, the willingness to trade dollars for euros just matches the willingness to trade euros for dollars. The foreign exchange market is in balance, and the price of euros in terms of a dollar is $1.25. Price of euros per dollar in equilibrium: 0.8 euro per dollar



=



1 dollar 0.8 euro



=



1.25 dollars per euro, or + 1.25 per euro



Now, however, suppose the demand and supply forces between dollars and euros change. If the exchange rate, e, increases, the dollar buys more euros—the price of dollars in terms of euros increases, in other words. For example, if e increases from 0.8 euro per dollar to 1 euro per dollar, the dollar has become more valuable—meaning it has appreciated against the euro. Be sure you see both sides of the same exchange coin: If the dollar appreciates against the euro, then the euro must depreciate against the dollar. So, if the exchange rate increases from 0.8 to 1 euro per dollar, what will the price of a single euro be now? When the dollar appreciates, each euro is worth less. In this case, the price of the euro will fall from $1.25 per euro to $1.00 per euro. Dollar appreciates: 1.0 euro per dollar



=



1 dollar 1 euro



=



1.0 dollar per euro, or + 1.00 per euro



If the exchange rate falls from 0.8 euro to 0.6 euro per dollar, the dollar has depreciated in value against the euro—the price of dollars in terms of euros has decreased, in other words. When the dollar depreciates, each euro is worth more. In this case, the price of the euro will rise from $1.25 to $1.67. Dollar depreciates: 0.6 euro per dollar



Changes in Demand



=



1 dollar 0.6 euro



=



1.67 dollars per euro, or + 1.67 per euro



or Supply



Changes in demand or changes in supply will change equilibrium exchange rates. In Figure 19.2, we show how an increase in demand, a shift of the demand curve to the right, will increase, or appreciate, the exchange rate. U.S. dollars will become more expensive relative to euros as the price of U.S. dollars in terms of euros increases.
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Exchange rate



Supply



1 euro per dollar



0.8 euro per dollar



Increased demand Demand Dollars ▲



FIGURE 19.2



Shifts in the Demand for U.S. Dollars An increase in the demand for dollars will increase (appreciate) the dollar’s exchange rate. Higher U.S. interest rates or lower U.S. prices will increase the demand for dollars.



Two factors are the main causes of shifts of the demand curve for dollars: First, higher U.S. interest rates will lead to an increased demand for dollars. With higher returns in U.S. markets, investors throughout the world will want to buy dollars to invest in U.S. assets. The other factor, lower U.S. prices, will also lead to an increased demand for dollars. For example, if prices at Disney World fell, there would be an overall increase in the demand for dollars, because more tourists would want to visit Disney World. Figure 19.3 shows the effects of an increase in the supply of dollars, a shift in the supply curve to the right. An increase in the supply of dollars will lead to a fall, or of depreciation, dollar Again, againstthe thesame euro.two What are the main causes an increase of in the the value supplyofofthe dollars? factors: interest rates and prices. Higher European interest rates will lead U.S. investors to purchase



Exchange rate



Supply Increased supply



0.8 euro per dollar



0.6 euro per dollar



Demand



Dollars ▲



FIGURE 19.3



Shifts in the Supply of U.S. Dollars An increase in the supply of dollars will decrease (depreciate) the dollar exchange rate. Higher European interest rates or lower European prices will increase the supply of dollars.
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European bonds or other interest-paying assets. Purchasing European bonds will require U.S. investors to supply dollars for euros, which will drive down the exchange rate for dollars. Lower European prices will also lead to an increase in the supply of dollars for euros. Let’s summarize the key facts about the foreign exchange market, using euros as our example: 1 The demand curve for dollars represents the demand for dollars in exchange for



euros. The curve slopes downward. As the dollar depreciates, there will be an increase in the quantity of dollars demanded in exchange for euros. 2 The supply curve for dollars is the supply of dollars in exchange for euros. The curve slopes upward. As the dollar appreciates, there will be an increase in the quantity of dollars supplied in exchange for euros. 3 Increases in U.S. interest rates and decreases in U.S. prices will increase the



demand for dollars, leading to an appreciation of the dollar.



4 Increases in European interest rates and decreases in European prices will increase



the supply of dollars in exchange for euros, leading to a depreciation of the dollar.



19.2 Real Exchange Rates and Purchasing Power Parity As our examples of Disney World and watches from France indicate, changes in market exchange rates can affect the demand for a country’s goods and services. However, we have been assuming that the prices of watches and trips to Disney World do not change. In general, prices do change over time, so we need to adjust the exchange rate determined in the foreign exchange market to take into account changes in prices. This adjustment is an application of the real-nominal principle.



REAL-NOMINA



L PRINCIPLE



What matters to people is the real value of money or income—its purchasing power—not the face value of money or income.



real exchange rate The price of U.S. goods and services relative to foreign goods and services, expressed in a common currency.



Economists have developed a concept called the real exchange rate that adjusts the market exchange rates for changes in prices. The real exchange rate is defined as the price of U.S. goods and services relative to foreign goods and services, expressed in a common currency. We measure it by expressing U.S. prices for goods and services in foreign currency and comparing them to foreign prices. Here is the formula for the real exchange rate: real exchange rate



=



exchange rate * U.S. price index foreign price index



We can use this formula to help us understand the factors that change the real exchange rate. First, an increase in U.S. prices will raise the real exchange rate. When foreign prices and the exchange rate are held constant, an increase in U.S. prices will raise the relative price of U.S. goods. Second, an appreciation of the dollar when prices are held constant will also increase the price of U.S. goods relative to foreign goods. And if foreign prices fall, U.S. goods will become relatively more expensive as well.
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Notice that the real exchange rate takes into account changes in a country’s prices over time because of inflation. Suppose Country A had an inflation rate of 20 percent, and Country B had no inflation. Suppose, too, the exchange rate of Country A’s currency depreciated 20 percent against the currency of Country B. In this case, there would be no change in the real exchange rate between the two countries. Although prices in Country A would have increased by 20 percent, its currency would be 20 percent cheaper. From the point of view of residents of Country B, nothing has changed at all—they pay the same price in their currency to buy goods in Country A. Economists have found that a country’s net exports (exports minus its imports) will fall when its real exchange rate increases. For example, if the U.S. real exchange rate increases, the prices of U.S. goods will increase relative to foreign goods. This will reduce U.S. exports because our goods will have become more expensive; it will also increase imports to the United States because foreign goods will have become cheaper. As a result of the decrease in U.S. exports and the increase in U.S. imports, net exports will decline. Figure 19.4 plots an index of the real exchange rate for the United States against net exports as a share of GDP from 1980 to 2011, a period in which there were large changes in the real exchange rate and net exports. The index, called a multilateral real exchange rate , is based on an average of real exchange rates with all U.S. trading partners. Notice that when the multilateral real exchange rate increased, U.S. net exports fell. As you can see in the figure, starting in both 1983 and 1996 the real exchange rate increased sharply. Subsequently, net exports as a share of GDP fell. A decrease in the real exchange rate increases net exports. For example, in 1986 and 2005, the real exchange rate began to decrease and net exports subsequently increased. The relationship between the real exchange rate and net exports is not perfect, however—other factors, such as the growth of GDP, also affect net exports.
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FIGURE 19.4



Real Exchange Rate and Net Exports as Percent of GDP, 1980–2011 The figure shows the real exchange rate for the United States compared to its net exports as a share of GDP. Notice in general, when theand realthe (multilateral) exchange rate increased, U.S. net U.S.that, Department of Commerce Federal Reserve. SOURCE:



MyEcon Lab Real-time data



exports fell.
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THE CHINESE YUAN AND BIG MACS APPLYING THE CONCEPTS #1: How can the price of a Big Mac in China shed light on the U.S.−Chinese currency tensions?



In recent years, the U.S. and Chinese governments have been at odds about the appropriate value of the exchange rate between the Chinese yuan and the U.S. dollar. The United States believes that the Chinese government is holding the yuan below its true value. Can the price of a Big Mac in China shed light on this controversy? For a number of years, the magazine the Economist measured the price of a Big Mac throughout the world and used these prices to explore whether currency values were too high or too low compared to the law of one price. Table 19.1 contains the results for selected countries, including China. Big Macs sell for widely different prices around the globe, as measured in dollars compared to the $4.20 price in the United States in January 2012. They are a bargain in China at $2.44, but very expensive in Switzerland at $6.81. Table 19.1 also contains the market-exchange rate predicted by the theory of purchasing power parity. To obtain this exchange rate, divide the price of Big Macs in the foreign country by the dollar price. For example, for China the purchasing power exchange rate is 15.4 Chinese yuan (the price of a Big Mac in China) + 4.20 (the price of a Big Mac in the United States) =



3.67 Chinese yuan per U.S. dollar



TABLE 19.1 Big Mac Pricing ar ound the World Ver sus Actual Exchange Rates Predicted Purchasing Power Exchange Rate



Actual Exchange



Price of a Big Mac in Local Currency



Price of a Big Mac in Dollars



United States



4.20 dollars



$ 4.20



United Kingdom



2.49 pounds



3.82



0.59



0.65 6.32



Country



China



Based on Big Mac Rate (Foreign Pricing (Foreign Currency Currency per per U.S. Dollar) U.S. Dollar)



—



—



15.4 yuan



2.44



3.67



6.50 Swiss francs



6.81



1.55



0.96



Mexico



37.0 pesos



2.70



8.82



13.68



Euro Area



3.44 euros



4.43



1.20



1.27



Switzerland



At this “Big Mac” exchange rate—3.67 Chinese yuan to every U.S. dollar—the Big Mac in China would cost the same as in the United States. However, the actual exchange rate for the Chinese yuan in January 2012 when these prices were computed was 6.32 Chinese yuan per U.S. dollar, so the Big Mac was actually cheaper in China. Relative to undervalued. the exchangeThis rate is implied by the lawalthough of one price, thethan Chinese yuanyears. was 42 percent large difference, smaller in prior This calculation gives a hint as to the Chinese−U.S. exchange rate controversy. Related to Exercises 2.6 and 2.7 .



SOURCE: Based on the data on from the Economist for January 12, 2012.
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Real exchange rates vary over time, as shown in Figure 19.4. But for goods traded easily across countries (such as gold bars), we would expect the price to be the same when expressed in a common currency. For example, the price of gold bars sold in France should be nearly identical to the price of gold bars sold in New York. If the price were higher in France, demand would shift to New York, raising the price in New York and lowering the price in France until the prices were equal. The tendency for easily tradable goods to sell at the same price when expressed in a common currency is known as the law of one price. Metals, agricultural commodities, computer chips, and other tradable goods follow the law of one price. If all goods were easily tradable and the law of one price held exactly, exchange rates would reflect no more than the differences in the way the price levels are expressed in the two countries. For example, if a basket of goods in Europe costs 3,000 euros and the identical basket costs $3,750 in the United States, an exchange rate of 0.8 euros to one dollar would make the costs the same in either currency ( + 3,750 * 0.8 euros / dollar 3,000 euros). According to one theory of how market exchange rates are determined, they simply reflect differences in the overall price levels between countries. According to the theory of purchasing power parity , a unit of any given currency should be able to buy the same quantity of goods in all countries. In our European−U.S. example, the theory of purchasing power parity predicts a market exchange rate of 0.8 euro per dollar. At that exchange rate, European and U.S. goods would sell for the same price if their products were expressed in a common currency. Research has shown that purchasing power parity does not hold precisely. Many systematic studies have confirmed that purchasing power parity does not give fully accurate predictions for exchange rates. The reason is that many goods, such as housing and services like haircuts, are not traded across countries. The law of one price does not hold for nontraded goods, which make up approximately 50 percent of the value of production in an economy. There is some truth to purchasing power parity, because exchange rates do reflect differences in the price level between countries. But, as the example with the Big Mac shows, purchasing power parity can provide a clue to exchange rates in some circumstances.



law of one price The theory that goods easily tradable across countries should sell at the same price expressed in a common currency.



=



purchasing power parity A theory of exchange rates whereby a unit of any given currency should be able to buy the same quantity of goods in all countries.



The Current Account, the Financial Account, and



19.3 the Capital Account



In this section, we examine international transactions in more detail. A useful framework for understanding international transactions is the balance of payments, a system of accounts that measures transactions of goods, services, income, and financial assets between domestic households, businesses, and governments and residents of the rest of the world during a specific time period. Economists find it useful to divide international transactions in the balance of payments into three types: the current account, the financial account, and the capital account. These measures provide the most comprehensive picture of a country’s balance of trade with the rest of the world and the consequences of that trade for a country’s ownership of assets, such as stocks, bonds, and real estate. A country’s current account is the sum of its • net exports (exports minus imports), • net income received from investments abroad, and • net transfer payments from abroad (such as foreign aid). If a country has a positive current account, we say that its current account is in surplus. If a country has a negative current account, we say that its current account is in deficit. If the income from investments abroad and net transfer payments is negligible, the current account becomes equivalent to a country’s net exports.



balance of payments A system of accounts that measures transactions of goods, services, income, and financial assets between domestic households, businesses, and governments and residents of the rest of the world during a specific time period.



current account The sum of net exports (exports minus imports) plus net income received from abroad plus net transfers from abroad.
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financial account The value of a country’s net sales (sales minus purchases) of assets.



capital account The value of capital transfer and transaction in nonproduced, nonfinancial assets in the international accounts.



E



A country’s financial account transactions include all the purchases and sales of existing financial and produced assets (stocks, bonds, real estate) by the private sector and the government. The financial account is defined as the value of the country’s net sales (sales minus purchases) of assets. If the United States sold $100 billion net in assets, its financial account would be $100 billion. If the value on the financial account is positive, we say the country has a surplus on the financial account. Similarly, if the value on the financial account is negative, we say it has a deficit on the financial account. A country’s capital account transactions consist of two components. First, they include the purchase or sale of nonproduced, nonfinancial assets, such as patents, copyrights, trademarks, and leases. Second, they also include transfers of capital, such as debt forgiveness or migrants’ transfers (goods or financial assets accompanying migrants as they leave or enter the country). Capital account transactions are much smaller in magnitude than transactions on the current or financial account.



Rules for Calculating Accounts



the Current, Financial,



and Capital



Here is a simple rule for understanding transactions on the current, financial, and capital accounts: Any action that gives rise to a demand for foreign currency is a deficit item. Any action that gives rise to a supply of foreign currency is a surplus item. Let’s apply this rule to the current account and the financial account, taking the point of view of the United States (a similar logic applies to the capital account): 1 Current account. Items imported into the United States show up as a deficit



(negative) on the current account because we have to trade U.S. currency for foreign currency to buy them. Items exported from the United States show up as a surplus (positive) in the current account because foreigners have to trade their currency for U.S. dollars to buy those products. Income from investments abroad and net transfers received are treated like exports because they result in a supply of foreign currency for dollars. Summarizing, we have U.S. current account surplus +



=



U.S. exports



net income from foreign investments



+



-



U.S. imports



net transfers from abroad



2 Financial account. The purchase of a foreign asset by a U.S. resident leads to a



deficit (negative) item on the financial account because it requires a demand for foreign currency. (You can think of the purchase of a foreign asset as just another import.) A purchase of a U.S. asset by a foreign resident leads to a supply of foreign currency and a surplus (positive) item on the financial account. (Think of this as an export.) Summarizing, we have U.S. financial account surplus



=



foreign purchases of U.S. assets -



U.S. purchases of foreign assets



The current, financial, and capital accounts of a country are linked by a very important relationship: current account



+



financial account



+



capital account



=



0
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The current account plus the financial account, plus the capital account must sum to zero. Why? To kee p thing s sim ple , let’s ignor e the relat ively minor capital acc ount transactions. In that case, the current plus financial accounts must sum to zero, because any excess demand for foreign currency that arises from transactions in goods and services—that means we’re looking at the current account—must be met by an excess supply of foreign currency arising from asset transactions—the financial account. Suppose the United States has a current account deficit of $50 billion, which means it is importing more than it is exporting. This excess demand of foreign currency by people in the United States can be met only by an excess supply of foreign currency that arises from the financial account—where foreign residents are purchasing $50 billion more in U.S. assets t han U.S. residents are purchasing of foreign assets. In other words, the current account deficit is offset by the financial account surplus. Let’s look at this from a slightly different angle. Consider again the case in which the United States is running a current account deficit because imports from abroad exceed exports. (For simplicity, transfers and income earned from investments abroad are both zero.) The current account deficit means that, on net, foreign residents and their governments are the recipients of dollars because they have sold more goods to the United States than they have purchased. What do foreign residents do with these dollars? They can either hold the dollars or use them to purchase U.S. assets. In either case, foreign residents and their governments have acquired U.S. assets, either dollars or other U.S. assets, such as U.S. Treasury bills. The value of these assets is the U.S. current account deficit. Because a sale of a U.S. asset to a foreign resident is a surplus item on the U.S. financial account, the value of the financial account will be equal to the negative of the value of the current account. So, from this perspective also, the current account and the financial account must sum to zero. If a country runs a current account surplus—it is exporting more than importing, in other words—the country acquires foreign exchange. The country can either keep the foreign exchange or use it to buy foreign assets. In either case, its purchases of net foreign assets will equal its current account surplus. Because the financial account is the negative of the purchases of net foreign assets, the current account and financial account will again sum to zero. Table 19.2 shows the balance of payments for the United States for 2008: the current account, the financial account, and the capital account. The current account is made up of the balance in goods, services, net investment income, and net transfers. In 2008, the United States had a negative balance on the goods account and net transfer, but a positive balance on the services and net income category. However, TABLE 19.2 U.S. Balance of Payments: Current, Financial, and Capital Accounts, 2010 (Billions) Current Account



Goods



Financial Account -



Services Net Transfers



-



Net Investment Income Total on Current Account



-



646



Increases in U.S. holdings abroad



146



Increases in foreign holding in United States



136



Total on Financial Account (including other minor items)



165



Capital Account



471



Statistical Discrepancy



Sum of Current, Financial, Capital Accounts and Statistical Discrepancy SOURCE: Economic Report of the President(Washington, D.C.: U.S. Government Printing Office, 2012).



-



1005 1246 254 -



1



217 0
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the large negative balance on the goods account made the overall current account balance negative. The financial account includes net increases in U.S. holdings abroad (negative entries in the financial account) and foreign holdings of U.S. assets (positive entries in the financial account). Because the government collects the current account, financial account, and capital account data from separate sources, a statistical discrepancy occurs. (In 2008, this was exceptionally large because of the difficulty of understanding all the transactions involved with the financial crisis.) Once we include this statistical discrepancy, the current account, the financial account, and the capital account sum to zero. Since 1982, the United States has run a current account deficit every year. This means the United States has run a financial plus capital account surplus of equal value for these years as well. Because a financial account surplus means foreign nations acquire a country’s assets, the United States has reduced its net holding of net international investment position Domestic holding of foreign assets minus foreign holdings of domestic assets.



foreign assets. In 1986, the U.S. Department of Commerce estimated the United States had a net international investment position of $136 billion, meaning U.S. holdings of foreign assets exceeded foreign holdings of U.S. assets by $136 billion. Because of its current account deficits, the U.S. net international investment position fell every year. By 2010 the U.S. net international investment position was negative $2.5 trillion, meaning foreign residents owned $2.5 trillion more U.S. assets than
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WORLD SAVINGS AND U.S. CURRENT ACCOUNT DEFICITS APPLYING THE CONCEPTS #2: What factors may allow the United States to continue running large trade deficits with the rest of the world?



The 2006 Economic Report of the President directly addressed whether the United States can continue to run large current account deficits and, of course, financial account surpluses. In the report, the government recognized that the current account deficits would eventually be reduced. However, it also highlighted a number of factors suggesting the deficits could continue for a long period of time. The report explains that the U.S. current account deficit needs to be placed in a global context. For the United States to continue to run a current account deficit, other countries in the world need to continue to purchase U.S. assets. In essence, they must have total savings in excess of their own investment desires. As long as there are countries in this situation, the United States could continue to run a trade deficit. In recent years, four major countries experienced circumstances that encouraged them to save by purchasing assets from abroad. Both Japan and Germany had high savings rates, but low rates of domestic investment. Slow economic growth in both countries led firms to be very cautious about making domestic investment. With limited domestic investment opportunities, savers in Japan and Germany thus placed their funds abroad. Russia has large reserves of oil and gas, and increasing energy prices in the last several years provided Russians with substantial new revenue. They decided to use this revenue to invest abroad. Finally, China had high investment rates but even higher savings rates. As a result, China as a whole invested abroad. For the United States to continue to run trade deficits in the future, these or other countries must want to continue to save more than they want to invest domestically. Related to Exercise 3.7 .



SOURCE: Based on Economic Report of the President (Washington, D.C.: United States Government P rinting Office, 2006), chap. 6.
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U.S. residents owned foreign assets. You may have heard the United States referred to as a net debtor. This is just another way of saying the U.S. net international investment position is negative. As a consequence of the United States being a net debtor, earnings from international assets flow out of the United States to foreign countries. In the future, part of the incomes earned in the United States will be paid to foreigners abroad. This is a natural consequence of the United States being a net debtor. What are the consequences of the large U.S. trade deficits? When the United States runs a trade deficit, U.S. residents are spending more on goods and services than they are currently producing. Although the United States does sell many goods and services abroad (such as supercomputers, movies, DVDs, and accounting services), it buys even more goods and services from abroad (such as clothes, electronics, and machine tools). A trade deficit forces the United States to sell some of its assets to individuals or governments in foreign countries. Here is how it works: When U.S. residents buy more goods abroad than they sell, they give up more dollars for imports than they receive in dollars from the sale of exports. These dollars given up to purchase imports end up in the hands of foreigners, who can then use them to purchase U.S. assets such as stocks, government bonds, or even real estate. In recent years, Asian investors, including foreign governments, have bought a variety of assets in the United States, including U.S. Treasury bonds and even stakes in investment banking firms. Foreign governments have accumulated considerable assets and invested them in private markets abroad through sovereign investment funds. Current estimates place the value of assets in these funds at $4.8 trillion. The purchase of U.S. assets by foreign investors should not be surprising, because we have been running large trade deficits with many Asian economies, especially China. These countries were willing to sell us more goods than we were selling to them, and therefore they accumulated U.S. dollars with which they could purchase U.S. assets. There is considerable debate about whether the very large U.S. current account deficits can continue.



19.4 Fixed and Flexible Exchange Rates



To set the stage for understanding exchange rate systems, let’s recall what happens when a country’s exchange rate appreciates—increases in value. There are two distinct effects: 1 The increased value of the exchange rate makes imports less expensive for the



residents of the country where the exchange rate appreciated. For example, if the U.S. dollar appreciates against the euro, European watches will become less expensive for U.S. consumers. U.S. consumers would like an appreciated dollar, because it would lower their cost of living. 2 The increased value of the exchange rate makes U.S. goods more expensive on world markets. A U.S. exchange appreciation will increase imports, such as European watches, but decrease exports, such as California wine. Because exports fall and imports rise, net exports (exports minus imports) will decrease. Similarly, when a country’s exchange rate depreciates, there are two distinct effects: 1 For example, if the U.S. dollar depreciates against the Japanese yen, Japanese



imports will become more expensive in the United States, thereby raising the cost of living in the United States. 2 At the same time, U.S. goods will become cheaper in world markets. U.S. exports will rise and imports will fall, so net U.S. exports will increase.



sovereign investment fund Assets accumulated by foreign governments that are invested abroad.
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Fixing the



foreign exchange market intervention The purchase or sale of currencies by the government to influence the market exchange rate.



Exchange Rate



Sometimes countries do not want their exchange rate to change. They may want to avoid sharp rises in the cost of living for their citizens when their currency depreciates, or they may want to keep net exports from falling when their currency appreciates. To prevent the value of the currency from changing, governments can enter the foreign exchange market to try to influence the price of foreign exchange. Economists call these efforts to influence the exchange rate foreign exchange market intervention. In the United States, the Treasury Department has the official responsibility for foreign exchange intervention, though it operates in conjunction with the Federal Reserve. In other countries, governments also intervene in the foreign exchange market. To influence the price at which one currency trades for another, governments have to affect the demand or supply for their currency. To increase the value of its currency, a government must increase the currency’s demand. To decrease the value of its currency, the government must increase its supply. In Figure 19.5, we show how governments can fix, or peg, the price of a currency. Suppose the U.S. and European governments want the exchange rate to be 0.8 euro per dollar. The price at which demand and supply are currently equal, however, is only 0.6 euro per dollar. To increase the price of the U.S. dollar, the governments will need to increase the dollar’s demand. To do this, either government—the United States or European central banks—or both, can sell euros for dollars in the foreign exchange market. This will shift the demand curve for dollars to the right until the price of dollars rises to 0.8 euro per dollar. Exchange rate Supply



0.8 euro per dollar 0.6 euro per dollar



Demand after intervention Initial demand



Dollars ▲



FIGURE 19.5



Government Intervention to Raise the Price of the Dollar To increase the price of dollars, the U.S. government sells euros in exchange for dollars. This shifts the demand curve for dollars to the right.



Conversely, if the governments want to lower the price of the dollar relative to euros, they will buy euros in exchange for dollars. By selling dollars for euros, they increase the supply of dollars. The price of the dollar therefore falls while the price of the euro increases. Note that to affect the price of the euro against the dollar, the U.S. government must exchange euros for dollars. The government will acquire and accumulate euros any time it tries to raise their price. To raise the price of the dollar, which lowers the value of the euro, the U.S. government must sell some of the euros
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it has accumulated. But what would happen if the United States had no euros to sell? The United States could borrow euros from European governments or persuade them to sell euros for dollars.



Fixed versus Flexible



Exchange Rates



Next, we discuss two different types of exchange rate systems. Then we take a brief look at historical U.S exchange rate policy and developments in exchange rates in the world today. FLEXIBLE EXCHANGE RATE SYSTEM If exchange rates are determined in free



markets, we have a flexible exchange rate system. Under a pure flexible exchange rate system, the price of a currency will rise if the demand increases more than supply



flexible exchange rate system A currency system in which exchange



and fall if supply increases than demand. As we have seen, a variety of factors can will determine exchange rates,more including foreign and domestic interest rates as well as foreign and domestic prices. Other factors, including market psychology, can also affect the value of a nation’s currency. Whatever its source, an increase in the demand for currency will raise its price. We have also seen that governments may intervene to prevent currency from changing its value. In the most extreme case, there would be no change in the value of a currency.



rates are determined by free markets.



Whether you are in California, New York, or Indiana, all prices are quoted in dollars. No one asks whether your dollar came from San Francisco or Miami. Within the United States, a dollar is a dollar. Suppose, though, that every state had its own currency. There might be a California dollar (with a picture of the Golden Gate Bridge), an Oregon dollar (showing pictures of tall trees), and a Florida dollar (showing Disney World, of course). In principle, these dollars might trade at differen t rates, depending on the demand and supply of one state’s dollar relative to the supply and demand for another state’s dollar. For example, the Texas dollar might be worth more than the Michigan dollar, trading for 1.2 Michigan dollars. FIXED EXCHANGE RATES



how much more in complicated wouldhave be totodo business. buy goods fromThink a mail-order company Maine, youitwould find out the To exchange rate between your state’s dollar and the Maine dollar. Any large business operating in all 50 states would be overwhelmed trying to keep track of all the exchange rate movements across the states. The economy would become less efficient because individuals and businesses would have to focus a lot of their attention on exchange rates. These same ideas apply across nations. Wouldn’t it be nice if all countries either used the same currency or fixed their exchange rates against one another so that no one would have to worry about exchange rate movements? Currency systems in which governments try to keep constant the values of their currencies against one another are called fixed exchange rate systems . After World War II, the countries of the world operated under a fixed exchange system known as Bretton Woods. The Bretton Woods system was named after the town in New Hampshire where representatives of each nation met in 1944 and agreed to adopt this system. The system centered on the United States: All countries fixed or pegged their currencies against the U.S. dollar. In a typical fixed exchange rate system, every country that pegs its rate to a central country’s exchange rate must intervene in the foreign exchange market when necessary to keep rate constant. Forprivate example, a government would have to intervene if, at its theexchange fixed exchange rate, the demand and supply for its currency were unequal.



fixed exchange rate system A system in which governments peg exchange rates to prevent their currencies from fluctuating.
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Suppose the supply of a country’s currency exceeds the demand at the fixed exchange rate. An excess supply of a country’s currency at the fixed exchange rate is known as a balance of payments deficit. A balance of payments deficit will occur whenever there is a deficit on the current account that is not matched by net sales of assets to foreigners by the private sector. For example, a current account deficit of $100 billion with net sales of assets to foreigners of only $80 billion would mean that there is an excess supply of $20 billion. With an excess supply of a country’s currency in the currency market, that currency would fall in value without any intervention. To prevent the currency from depreciating in value and to maintain the fixed exchange rate, the government would have to sell foreign currency and buy its own currency. As you saw from our foreign exchange intervention discussion, if a country sells foreign exchange, its holdings of foreign exchange will fall. So you can see that when a country runs a balance of BALANCE OF PAYMENTS DEFICITS AND SURPLUSES



balance of payments deficit Under a fixed exchange rate system, a situation in which the supply of a country’s currency exceeds the demand for the currency at the current exchange rate.



balance of payments surplus Under a fixed exchange rate system, a situation in which the demand of a country’s currency exceeds the supply for the currency at the current exchange rate.



payments deficit, it has decreased its holdings of foreign exchange. It’s also very possible that the demand for a country’s currency will exceed its supply at the fixed exchange rate. An excess demand for a country’s currency at the fixed exchange rate is known as a balance of payments surplus . A balance of payments surplus arises when there is a current account surplus that is not matched by net purchases of foreign assets by the private sector. With an excess demand for a country’s currency, it will rise in value without any intervention. To prevent its currency from appreciating—to maintain the fixed exchange rate, in other words—the government will have to buy foreign currency and sell its own. Because it is buying foreign exchange, its holdings of foreign exchange will increase. From this discussion, you should be able to see that when a country runs a balance of payments surplus, it has increased its holding of foreign exchange. Under a fixed exchange rate system, countries that run persistent balance of payments deficits or balance of payments surpluses must take corrective actions. If domestic policy actions, such as changing taxes, government spending, or the money supply, do not cure the problem, a country will eventually have to change the level at which the exchange rate is fixed. A country that faces a balance of payments deficit can lower the value at which the currency is pegged to increase its net exports, a process



devaluation A decrease in the exchange rate to which a currency is pegged under a fixed exchange rate system.



called devaluation . Conversely, a country that faces a balance of payments surplus can increase the value at which its currency is pegged and reduce its net exports, a process called revaluation .



revaluation An increase in the exchange rate to which a currency is pegged under a fixed exchange rate system.



The U.S. Experience with Fixed and Flexible Exchange Rates As we discussed earlier, after World War II the countries of the world adopted the Bretton Woods fixed exchange rate system. In the 1970s, the Bretton Woods system was replaced by the current system—a flexible exchange rate system—in which supply and demand primarily determine exchange rates. If a fixed exchange rate system makes it easier to trade, why did it break down in the early 1970s? Fixed exchange rate systems provide benefits, but they require countries to maintain similar economic policies—especially to maintain similar inflation rates and interest rates. To understand this, suppose the exchange rate between the United States and Germany were fixed, but the United States has an annual inflation rate of 6 percent compared to 0 percent in Germany. Because prices in the United States would be rising by 6 percent per year, the U.S. real exchange rate against Germany would also be increasing at 6 percent per year. This difference in their real exchange rates over time would cause a trade deficit to emerge in the United States as U.S. goods became more expensive on world markets—including in Germany. As long as the differences in inflation continued and the exchange rate remained fixed, the U.S. real exchange rate would continue to appreciate, and the U.S. trade deficit would grow even worse. Clearly, this course of events would have to be halted under an agreed-upon fixed exchange rate system.
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In the late 1960s, inflation in the United States began to exceed inflation in other countries, and a U.S. balance of payments deficit emerged—just as in our example. In 1971, President Nixon surprised the world and devalued the U.S. dollar against the currencies of all the other countries. This was a sharp departure from the rules underlying Bretton Woods. Nixon hoped that a one-time devaluation of the dollar would alleviate the U.S. balance of payments deficit and maintain the underlying system of fixed exchange rates. However, the U.S. devaluation did not stop the U.S. balance of payments deficit. Germany tried to maintain the mark’s fixed exchange rate with the U.S. dollar by purchasing U.S. dollars in the foreign exchange market. What Germany was doing was importing inflation from the United States. With the U.S. balance of payments deficit continuing, Germany was required to buy U.S. dollars to keep the mark from appreciating. Germany bought U.S. dollars with German marks. Those German marks were then put into circulation. The German supply of marks in Germany therefore increased, and this increase in marks raised the inflation rate in Germany. Private-sector investors knew that Germany did not wish to run persistent trade surpluses and import U.S. inflation. They bet that Germany would revalue the mark against the dollar—that is, raise the value of the mark against the dollar. They bought massive amounts of German assets, trading their dollars for marks to purchase them because they thought the mark’s value would eventually sharply increase. Their actions forced the German government t o buy even more dollars to force the price of the mark upward and keep it pegged to the dollar. The resulting flow of financial capital into Germany was so massive that the German government eventually gave up all attempts to keep its exchange rate fixed to the dollar. Inste ad, it let the exchange rate be determined in the free market. This was the end of the Bretton Woods system.



Exchange Rate



Systems Today



The flexible exchange rate system has worked well enough since the breakdown of Bretton Woods. World trade has grown at a rapid rate. Moreover, the flexible exchange rate system has seamlessly managed many diverse situations, including two major oil shocks in the 1970s, large U.S. budget deficits in the 1980s, and large Japanese and Chinese current account surpluses in the last two decades. During the Bretton Woods period, many countries placed restrictions on the flows of financial capital by, for example, not allowing their residents to purchase foreign assets or by limiting foreigners’ purchases of domestic assets. By the 1970s, these restrictions began to be eliminated, and private-sector transactions in assets grew rapidly. With massive amounts of funds being traded in financial markets, it becomes very difficult to fix, or peg, an exchange rate. Nonetheless, countries whose economies are closely tied together might want the advantages of fixed exchange rates. One way to avoid some of the difficulties of fixing exchange rates between countries is to abolish individual currencies and establish a single currency. This is precisely what a group of European countries decided to do. They adopted a single currency, the euro, throughout Europe and a single central bank to control the supply of the currency. With a single currency, European countries hoped to capture the benefits of serving a large market like the United States does with its single currency. Unfortunately, this has turned out to be much more complicated to administer than the founders of the euro envisioned. The United Kingdom, Denmark, and Sweden decided to remain outside the European single currency system. Their currencies, like the U.S. dollar and the Japanese yen, now float against each of the other currencies and the euro. Many other countries have tied their exchange rate to either the dollar or the yen. Some economists believe that the world will eventually settle into three large currency blocs: the euro, the dollar, and the yen.
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application 3



A TROUBLED EURO APPLYING THE CONCEPTS #3: What are the fundamental causes for the problems with the euro?



When the euro was launched in 1999, the vision of its founders was to use the monetary union to further unify Europe economically and politically. They envisioned a large economic market, comparable to the United States with integrated goods and financial markets. They believed that by moving to a single currency with agreements on a number of fiscal rules that they could achieve economic stability and growth. Unfortunately, this vision proved to be naïve. Under the umbrella of the euro, financial investors throughout the world poured funds into Spain and Ireland fueling an unsustainable housing boom and also lent excessive amounts to the governments of Greece, Italy, and Portugal that faced severe budget challenges. When the housing boom collapsed and the worldwide recession of 2007 increased budgetary pressures, it became clear that the banks and governments of these countries could not easily pay their debts. Moreover, with a single currency for the euro area, countries could not make adjustments through depreciation of their currency. The options facing Europe were bleak: either large-scale financial transfers from Germany and other successful countries, or sharp cutbacks in budgets and prolonged unemployment to reduce wage levels. What became apparent was that the United States did not just have a single currency; it also had a unified fiscal system that provided transfers to states and regions in economic distress. Monetary union without a corresponding fiscal system cannot be easily sustained. Related to Exercises 4.4 and 4.8 .



19.5 Managing Financial Crises



Hardly a year goes by without some international financial crisis. In 1994 Mexico experienced a severe financial crisis. In 1997 the Asian economic crisis began. The Argentinean economy collapsed in 2002. How do these crises srcinate? What policies can be followed to prevent or alleviate them? Let’s first consider the Mexican case. During the late 1980s and early 1990s, Mexico decided to fix, or peg, its exchange to the U.S. dollar. Mexico’s goal was to signal to investors throughout the world that it was serious about controlling inflation and would take the steps needed to keep its inflation rates in line with that of the United States. Mexico also opened up its markets to let in foreign investors. The country seemed to be on a solid path to development. However, in some sense, the policies proved to be too successful in encouraging foreign investment. As funds poured into the country, the demand for goods increased, and prices started to rise. This rise in prices caused an increase in Mexico’s real exchange rate, and the rise in the real exchange rate caused a large trade deficit to emerge. Initially, the trade deficit did not cause any difficulties for the Mexican government. foreign investors trading foreign for Mexican pesosBecause to buy Mexican securities,were the willingly government in Mexico didcurrencies not have any
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problem maintaining its pegged exchange rate with the United States. Although the Mexicans were importing more than they were exporting, at this point they could still obtain the dollars they needed to finance the trade imbalance from foreign investors who were purchasing Mexican securities. The government did not have to intervene in the foreign exchange market to keep the price of the peso constant against the dollar. In other words, Mexico did not have a balance of payments deficit. But then internal political difficulties ensued. Following an assassination of a political candidate and a rural uprising, foreign investors started to pull their funds out of Mexico. At this point, the Mexican government made a crucial mistake. Instead of trying to r educe its trade deficit by taking steps to reduce prices, it allowed the trade deficit to continue. Moreover, both the government and the private sector began to find that they had to borrow in dollars because foreign investors thought Mexico might be forced to devalue the peso. If a devaluation were to occur, any lender of pesos would suffer a loss because the debt would be repaid at a lower exchange rate. Consequently, Mexican borrowers were forced to borrow in loans denominated in dollars. Eventually, more political turmoil caused investors to pull out their funds, selling pesos for dollars. The Mexican central bank spent nearly $50 billion buying these pesos in an effort to keep the exchange rate constant. The $50 billion was not enough. Mexico ran out of dollars. Because it could no longer buy pesos to maintain the exchange rate, Mexico had to devalue, putting the peso more in line with its market value. The devaluation created even more turmoil because the government and the private sector had borrowed billions in dollars. When the peso was devalued against the dollar, the burden of these debts measured in pesos increased sharply, so more pesos were needed to pay the dollar-denominated debts. Mexico faced the prospect of massive bankruptcies and the potential collapse of its economy. To prevent a financial collapse that could easily have spread to many other developing countries, the U.S. government (along with other international financial institutions) arranged for Mexico to borrow dollars with an extended period for repayment. This allowed Mexican banks and corporations to avoid bankruptcies and prevented a major disaster. In 1996, the Mexican government was able to pay off nearly three-fourths of the loan from the United States. The Asian crisis had a similar flavor. Economic growth had been remarkable in Asia for over 20 years, improving to a great extent the standard of living of millions of people. In the early 1990s, several Asian countries began to open up their capital markets to foreign investors and borrow extensively from abroad. Billions of dollars poured into Asia. In many cases, there was little financial supervision, and many of the investments proved to be unwise. Companies in both Thailand and South Korea began to lose money. Domestic investors and world investors suddenly became pessimistic and pulled their funds out of South Korea and Thailand, among other Asian countries. The withdrawal of funds forced currencies throug hout Asia to be devalued. Because many businesses had borrowed in dollars, the devaluations raised the burden of the debt and further deepened the crisis, taking its toll on other countries, including Indonesia, Malaysia, and Hong Kong. The International Monetary Fund attempted to help restore the health of these economies’ financial systems, but in many cases, its policies were ineffective. Some economists, such as Nobel Laureate Joseph Stiglitz, believe the entire Asian crisis was an example of market overreaction and could have been avoided by bolder action from world organizations and developed countries. Even when a country takes strong, institutional steps to peg its currency, a collapse is still possible. This was the case with Argentina.
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These examples highlight some of the many factors that can bring about financial crises. In vast global capital markets, funds can move quickly from country to country, and economic policies sometimes do not keep pace with changing political and economic developments. It can be extremely difficult to maintain a fixed exchange rate in this environment. The flow of funds, moreover, is often so large that financial failures can rock trade and commerce. The countries of the world are searching for a reliable set of rules and institutional mechanisms that can avoid and limit the spread of financial crises. Historically, the International Monetary Fund has played a key role in assisting countries that run into financial difficulties. However, in Mexico, the sums were so large that the United States was forced to take the lead in resolving the situation. In Asia, the International Monetary Fund did not have backing from the United States, so the efforts to alleviate the crisis were less successful. In Argentina, rigid adherence to a fixed exchange rate and a government that could not control spending both contributed to a collapse. As world capital markets continue to grow, governments throughout the world will almost surely be tested by new and often unpredictable financial crises, such as they experienced in 2008. They will need to anticipate and react to rapid changes in the economic and political environment to maintain a stable financial environment for world trade.
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THE ARGENTINE FINANCIAL CRISIS APPLYING THE CONCEPTS #4: What are the causes of financial collapses that occur throughout the globe?



During the late 1980s, Argentina suffered from hyperinflation. As part of its financial reforms, it pegged its currency to the U.S. dollar, making pesos “convertible” into dollars. Toin issue pesos, central bank had toSome have an equal amount of dollars, or its equivalent other hardthe currencies, on hand. economists believed this reform would bring stability to the financial system. Unfortunately, they were proved wrong. The financial and other institutional reforms worked well in the early 1990s, but then several problems developed. As the dollar appreciated sharply on world markets after 1995, Argentina began to suffer from a large trade deficit because its currency was pegged to the dollar. Essentially, the United States’ rising currency became Argentina’s problem. Wage increases also pushed up the real exchange rate, exacerbating the trade deficit. The Argentinean government—including its provincial governments—found it difficult to control spending and had to borrow extensively from abroad in dollar-denominated loans. Then in 1999, Brazil devalued its currency, putting additional pressure on neighboring Argentina. As investors saw the persistent trade and government deficits that were occurring in Argentina, they became doubtful that the country could repay its debts and feared its currency would be devaluated. Local citizens also became fearful of a devaluation and tried to convert their pesos into dollars, further deepening the problem. Eventually, Argentina was forced to default on its international debt in 2002 and freeze bank accounts. Middle-class Argentineans who still had funds in their banks suffered a sharp in the their wealth. severe economic The hopes of the decrease reforms in early 1990sAhad become a bitterdownturn memory. ensued. However, the Argentinean economy proved resilient and began a recovery over the next several years. Related to Exercise 5.5 .



 SUMMARY In this chapter, we examined the world of international finance. You saw how exchange rates are determined in markets and how governments can influence these markets. You also learned how the real exchange rate affects the trade deficit. Behind the complex world of international financial transactions are these few simple ideas:



3 The balance of payments consists of three types of international transactions: •



The current account is equal to net exports plus net income from existing investments abroad and net transfers from abroad.



•



The financial account is the value of a country’s sales less purchases of assets.



•



The capital account is the net value of a country’s capital transfers and the purchase and sale of nonproduced, nonfinancial assets.



1 Exchange rates are generally determined in foreign exchange markets by supply and demand.



The sum of the current account, plus the financial account, plus the capital account is zero.



2 The real exchange rate is the price of U.S. goods and services relative to foreign goods and services, expressed in a common currency. The equation for the r eal exchange rate is



4 Governments can attempt to change the value of currencies by buying or selling currencies in the foreign exchange market. Purchasing a currency will raise its value; selling a currency will decrease its value.



real exchange rate



=



exchange rate * U.S. price index foreign price index



5 A system of fixed exchange rates can provide a better environment for business but requires that countries keep their inflation rates and interest rates within narrow limits.
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EXERCISES 19.1



All problems are assignable in



revaluation, p. 400 sovereign investment funds, p. 397



MyEconLab; exercises that update with real-time data are marked with 1.4



How Exchange Rates Are Determined 1.5



1.1



The dollar against the euro when the European central bank raises interest rates.



1.2



If the dollar appreciates against the euro, then the euro also against the dollar.



1.3



The dollar against the euro when the inflation rate in the United States increases.



.



A shift in the demand for euros and away from dollars will the dollar against the euro. Using Demand and Supply Analysis. Draw a demand and supply graph for British pounds to determine the effects of the following on the exchange rate between the British pound and the Japanese yen. (The vertical axis will be yen per pound.) a. An increase in Japanese interest rates b. An increase in the price of British goods c. An increase in British interest rates
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 1.6



1.7



The Effects of Policy Changes in Japan. Until the early 1980s, Japan required its large insurance companies to invest all of their vast holdings in Japanese securities. At the prompting of the United States, Japan relaxed the restrictions and allowed the companies to invest anywhere in the world. What effect do you think this had on the yen/dollar exchange rate and the trade balance between the two countries? Exchange Rates and Rumors of Default on Government Debt. Suppose there are rumors that a country undergoing financial difficulties is planning to default on its debt. Explain what you think will happen to that country’s exchange rate.



19.2 2.1



2.2



2.3



2.4



2.5



Real Exchange Rates and Purchasing Power Parity



When the U.S. price level increases but the nominal exchange rate remains the same, the real exchange rate will . When the U.S. and foreign price levels remain the same but the dollar appreciates, the real exchange rate will . The law of one price provides accurate predictions of current exchange rates. (True/False) The theory of states that the exchange rate between two countries should be determined by the price levels in those two countries. The Real Exchange Rate between Germany and



2.6



2.7



2.8



the United States. Consider the following data for the United States and Germany: Year



German GDP Price Deflator



U.S. GDP Price Deflator



Market Exchange Rate



1980



85.7



76.0



2.49 marks per dollar



1990



113.4



119.6



2.12 marks per dollar



a. By what percent did the dollar depreciate against the mark over this period? b. Using the formula for the real exchange rate,



real exchange rate



=



(exchange rate * U.S. price index) foreign price index



low” relative to these calculations? c. The price of the batteries in Brussels was $10.57 and in Rome $6.99. Yet these cities, along with Paris, are in the euro zone. What does this suggest about the “Big Mac” method for calculating ideal exchange rates?



19.3 3.1



3.2



3.3



compute the real exchange rate for 1980 and for 1990. c. By did the real exchange rate change overhow thismuch period? d. Compare your answer for part (c) to your answer to part (a).



406



Tall Lattés and the Real Exchange Rate between the Euro and the Dollar. According to the Economist , in early 2004 the average price of a tall latté in Starbucks in the United States was $2.80. In the countries that use the euro, the average price was 2.93 euros. Because the exchange rate at this time was 0.79 euro per dollar, the dollar price of lattés in the euro area was $3.70. (Related to Application 1 on page 392.) a. At what exchange rate between the dollar and the euro would a latté cost the same in the euro area as it did in the United States? b. Does this calculation suggest that the euro is “too high” or “too low” relative to the dollar? Mexican Peso and the U.S Dollar. Based on the data in the table in Application 1 , is the Mexican peso under- or overvalued with respect to the dollar? Explain your answer. (Related to Application 1 on page 392.) Energizer Batteries around the World. According to the Wall Street Journal on August 5, 2008, a pack of four AA batteries sold for $2.33 in Hong Kong, $6.05 in New York, and $8.24 in Paris (prices converted to dollars). At that time, 7.80 Hong Kong dollars were equal to 1 U.S. dollar and the euro (used in Paris) cost $1.54. a. At what exchange rates would the batteries sell in New York, Hong Kong, and Paris for the same dollar price? b. Are the actual exchange rates “too high” or “too



3.4



The Current Account, the Financial Account, and the Capital Account



Net transfers from abroad are a(n) entry on the current account. The current, financial, and capital accounts must sum to . According to latest data on the U.S. international investment position, the United States is a net . The United States has a large on the current account but a large on the financial account.



 3.5



3.6



3.7



Calculating the Capital and Current Account. During the year, a country (including its government), acquires an additional $100 billion of foreign assets. At the same time, foreign residents acquire $200 billion of this country’s assets. Ignoring minor items, what is the balance on the capital account for this country? What about its current account? Understanding Sovereign Investment Funds. China, Kuwait, and other countries that have had large current account surpluses are now investing some of their funds abroad in the private sector through sovereign investment funds. These funds have raised concerns. After reading a report from the Congressional Research Service, “Sovereign Wealth Funds: Background and Policy Issues for Congress,” outline what you think are the key issues. This report is available at https://opencrs.com/document/RL34336/ (accessed May 31, 2012). A Debt Puzzle for the United States. As we discussed in the chapter, the United States is a net international debtor—that is, U.S. ownership of foreign assets is less than foreign ownership of U.S. assets. Yet, in 2006, net income from abroad was positive. Why is this a puzzle? Can you think of any possible explanations for this puzzle? (Hint: Some economists think it has to do with the types of assets that the United States holds abroad versus the types of U.S. assets that foreigners hold.) (Related to Application 2 on page 396.)



19.4 4.1



4.2



4.3



4.4



4.5



Fixed and Flexible Exchange Rates



The government foreign currency for dollars if it wants to peg the exchange rate at a higher rate than would normally prevail in the market. If there is an excess supply of a country’s currency at the fixed exchange rate, there is a balance of payments . The Bretton Woods agreement broke down during the decade of the . When European countries joined together to create the euro, they created a strong, central fiscal authority to unify the finances of its members. (True/False) (Related to Application 3 on page 402.) Expectations of Depreciation and Investing. Individuals wishing to invest in Turkey in 2006 had two choices. They could invest in bonds that would pay returns in 2007 in Turkish lira and earn 14.7 percent, or they could invest in Turkish bonds that would pay returns in U.S. dollars but earn only 5.2 percent. From this data, what do you think the



4.6



4.7



4.8



market believes is the expected rate of depreciation of the Turkish lira against the U.S. dollar? Explain. Dollarization. Some countries have simply decided to let the U.S. dollar or another foreign currency serve as their local currency. This is called “dollarization.” Why would a country decide to abandon its own currency and use a foreign currency? Uncovering U.S. Exchange Rate Policy. Suppose the United States reported that the U.S. Treasury had increased its holdings of foreign currencies from last year. What does this tell you about the foreign exchange policies of the United States during the last year? Spain and the Euro Crisis. Unlike Greece, Spain’s government did not engage in excess spending. But as capital flowed into Spain during its housing boom, it raised the level of wages and prices. Discuss how this created a balance of payments problem for Spain. (Related to Application 3 on page 402.)



19.5 5.1



5.2



5.3



5.4



5.5



5.6



Managing Financial Crises



When prices rose in Mexico faster than in the United States and the nominal exchange rate remained constant, the real exchange rate . If a country borrows in dollars, a depreciation of its own currency against the dollar will the burden of its debt. Joseph Stiglitz is the economist who believed that the Asian finan cia l crisi was been an exa mpl e by of bolder mar ket overreaction that coulds have avoided actions from world organizations. (True/False) In the 1990s, Argentina pegged its currency to the dollar. As the dollar appreciated in world markets, this caused an increase in Argentina’s trade . Argentina after the Crisis. Use the Web to find data on economic growth and well-being for Argentina today. (Try searching for “Argentina and recovery.”) How has Argentina fared after its financial crisis in 2002? (Related to Application 4 on page 404.) The Dollar and the Financial Crisis. It is generally recognized that the worldwide financial crisis in 2008 srcinated in the United States, as its financial institutions were most active in fueling the housing boom. However, investors throughout the world had bought U.S. mortgage-related securities and this spread the global crisis. When the crisis hit, the value of the U.S. dollar rose sharply against many other currencies. What might have caused this appreciation?
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 ECONOMIC EXPERIMENT DETERMINING EXCHANGE RATES In this experiment, you will see how exchange rates are determined. The class is divided into two groups. One group will be buying a fixed number of Swiss francs. The other group will be selling a fixed number of Swiss francs. Each buyer will have a maximum price that he or she is willing to pay. Each seller will have a minimum price that he or she



is willing to accept. Trade will take place in several rounds. In each round, buyers and sellers will meet individually and either negotiate a trade or not. If a trade results, the results will be reported to the instructor and then announced to the class. After each round, the instructor announces the prices at which Swiss francs were traded. After several rounds, what happens to the prices? MyEcon Lab For additional economic experiments, please visit www.myeconlab.com.
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Glossary absolute advantageThe ability of one person or nation



balance sheet An account statement for a bank that shows



to produce a product at a lower resource cost than another person or nation.



the sources of its funds (liabilities) as well as the uses of its funds (assets).



accelerator theoryThe theory of investment that says



bank run Panicky investors simultaneously trying to with-



that current investment spending depends positively on the expected future growth of real GDP.



draw their funds from a bank they believe may fail. barter The exchange of one good or service for another.



aggregate demand curve (AD)A curve that shows the



relationship between the level of prices and the quantity of real GDP demanded. aggregate supply curve (AS)A curve that shows the



relationship between the level of prices and the quantity of output supplied. anticipated in ationIn ation that is expected. appreciation of a currencyAn increase in the value of a



currency. assets The uses of the funds of a bank, including loans and



reserves.



Board of Governors of the Federal ReserveThe seven-



person governing body of the Federal Reserve System in Washington, D.C.



budget de cit The amount by which government spend-



ing exceeds revenues in a given year. budget surplus The amount by which government rev-



enues exceed government expenditures in a given year. capital account The value of capital transfer and transac-



tion in nonproduced, nonﬁnancial assets in the international accounts. capital deepening Increases in the stock of capital per



automatic stabilizersTaxes and transfer payments that



worker.



stabilize GDP without requiring policymakers to take explicit action.



capital gains Proﬁts investors earn when they sell stocks,



autonomous consumption The part of consumption that



does not depend on income. autonomous consumption spendingThe part of con-



sumption spending that does not depend on income. balance of paymentsA system of accounts that measures



transactions of goods, services, income, and ﬁnancial assets between domestic households, businesses, and governments and residents of the rest of the world during a speciﬁc time period. balance of payments de citUnder a ﬁxed exchange



rate system, a situation in which the supply of a country’s currency exceeds the demand for the currency at the current exchange rate.



bonds, real estate, or other assets. central bank A banker’s bank: an ofﬁcial bank that controls



the supply of money in a country. centrally planned economyAn economy in which a



government bureaucracy decides how much of each good to produce, how to produce the good, and who gets the good. ceteris paribus The Latin expression meaning that other



variables are held ﬁxed. chain-weighted indexA method for calculating changes



in prices that uses an average of base years from neighboring years. change in demand A shift of the demand curve caused by



a change in a variable other than the price of the product.



balance of payments surplus Under a ﬁxed exchange



change in quantity demanded



rate system, a situation in which the demand of a country’s currency exceeds the supply for the currency at the current exchange rate.



in the tity consumers are willing and ableAtochange buy when thequanprice changes; represented graphically by movement along the demand curve.
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change in quantity supplied A change in the quantity



creative destructionThe view that a ﬁrm will try to



ﬁrms are willing and able to sell when the price changes; represented graphically by movement along the supply curve.



come up with new products and more efﬁcient ways to produce products to earn monopoly proﬁts.



change in supply A shift of the supply curve caused by a



change in a variable other than the price of the product.



ponent of GDP) caused by a decrease in government spending.



classical models Economic models that assume wages



crowding out The reduction in investment (or other



and prices adjust freely to changes in demand and supply.



component of GDP) caused by an increase in government spending.



closed economy An economy without international



crowding in The increase of investment (or other com-



trade.



current account The sum of net exports (exports minus



commodity money A monetary system in which the



imports) income received from abroad plus net transfers plus fromnet abroad.



actual money is a commodity, such as gold or silver. comparative advantageThe ability of one person or



nation to produce a good at a lower opportunity cost than another person or nation. complements Two goods for which a decrease in the



cyclical unemploymentUnemployment that occurs dur-



ing uctuations in real GDP. de ation Negative in ation or falling prices of goods and



services.



price of one good increases the demand for the other good.



demand schedule A table that shows the relationship



Consumer Price IndexA price index that measures the



between the price of a product and the quantity demanded, ceteris paribus.



cost of a ﬁxed basket of goods chosen to represent the consumption pattern of a typical consumer. consumption expendituresPurchases of newly pro-



deposit insurance Federal government insurance on



deposits in banks and savings and loans.



duced goods and services by households.



depreciation Reduction in the value of capital goods over



consumption function The relationship between con-



a one-year period due to physical wear and tear and also to obsolescence; also called capital consumption allowance.



sumption spending and the level of income. consumption possibilities curveA curve showing the combinations of two goods that can be consumed when a nation specializes in a particular good and trades with another nation. consumption taxes Taxes based on the consumption, not



the income, of individuals. contractionary policiesGovernment policy actions that



lead to decreases in aggregate demand.



depreciation of a currencyA decrease in the value of a



currency. depression The common name for a severe recession. devaluation A decrease in the exchange rate to which a



currency is pegged under a ﬁxed exchange rate system. discount rate The interest rate at which banks can bor-



row from the Fed. discouraged workers Workers who left the labor force



convergence The process by which poorer countries



because they could not ﬁnd jobs.



close the gap with richer countries in terms of real GDP per capita.



discretionary spendingThe spending programs that



corporate bond A bond sold by a corporation to the pub-



lic in order to borrow money. cost-of-living adjustments (COLAs)Automatic increases



in wages or other payments that are tied to the CPI.



Congress authorizes on an annual basis. double coincidence of wants The problem in a system



of barter that one person may not have what the other desires.
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dumping A situation in which the price a ﬁrm charges in



factors of productionThe resources used to produce



a foreign market is lower than either the price it charges in its home markets or the production cost.



goods and services; also known as production inputs or resources.



economic growth Sustained increases in the real GDP of



federal funds market The market in which banks borrow



an economy over a long period of time.



and lend reserves to and from one another.



economic model A simpliﬁed representation of an eco-



federal funds rate The interest rate on reserves that



nomic environment, often employing a graph.



banks lend each other.



economics The study of choices when there is scarcity.



Federal Open Market Committee (FOMC)The group



entitlement and mandatory spendingSpending that



that decides on monetary policy: It consists of the 7 members of the Board of Governors plus 5 of 12 regional bank



Congress has authorized by prior law, primarily providing support for individuals. entrepreneurship The effort used to coordinate the



factors of production—natural resources, labor, physical capital, and human capital—to produce and sell products. equilibrium output The level of GDP at which planned



expenditure equals the amount that is produced. euro The common currency in Europe. excess demand A situation in which, at the prevailing



price, the quantity demanded exceeds the quantity supplied. excess reserves Any additional reserves that a bank



holds above required reserves. excess supply A situation in which the quantity supplied



exceeds the quantity demanded at the prevailing price. exchange rate The price at which currencies trade for



one another in the market. expansion The period after a trough in the business cycle



during which the economy recovers. expansionary policiesGovernment policy actions that



lead to increases in aggregate demand. expectations of in ation The beliefs held by the public



about the likely path of in ation in the future. expectations Phillips curveThe relationship between



presidents on a rotating basis. Federal Reserve BankOne of 12 regional banks that are an ofﬁcial part of the Federal Reserve System. at money A monetary system in which money has no intrinsic value but is backed by the government. nancial account The value of a country’s net sales (sales minus purchases) of assets. nancial intermediaries Organizations that receive funds from savers and channel them to investors. scal policy Changes in government taxes and spending that affect the level of GDP. xed exchange rate systemA system in which governments peg exchange rates to prevent their currencies from



uctuating. exible exchange rate systemA currency system in which exchange rates are determined by free markets. foreign exchange market interventionThe purchase



or sale of currencies by the government to in uence the market exchange rate. frictional unemployment Unemployment that occurs



with the normal workings of the economy, such as workers taking time to search for suitable jobs and ﬁrms taking time to search for qualiﬁed employees.



unemployment and in ation when taking into account expectations of in ation.



full employment The level of unemployment that occurs



expected real interest rateThe nominal interest rate



full-employment output The level of output that results



minus the expected in ation rate. export A good or service produced in the home coun-



try (for example, the United States) and sold in another country.



when the unemployment rate is at the natural rate. when the labor market is in equilibrium and the economy is producing at full employment. GDP de ator An index that measures how the prices of



goods and services included in GDP change over time.
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General Agreement on Tariffs and Trade (GATT)



individual supply curveA curve showing the relationship



An international agreement established in 1947 that has lowered trade barriers between the United States and other nations.



between price and quantity supplied by a single ﬁrm, ceteris paribus.



gold standard A monetary system in which gold backs up



development.



paper money. government purchasesPurchases of newly produced



goods and services by local, state, and federal governments. gross domestic product (GDP)The total market value



of ﬁnal goods and services produced within an economy in a given year. gross investment Total new investment expenditures. gross national productGDP plus net income earned



abroad. growth accounting A method to determine the contribu-



infant industries Industries that are at an early stage of



inferior good A good for which an increase in income



decreases demand. in ation Sustained increases in the average prices of all



goods and services. in ation rate The percentage rate of change in the price



level. inside lags The time it takes to formulate a policy. intermediate goods Goods used in the production pro-



cess that are not ﬁnal goods and services.



tion to economic growth from increased capital, labor, and technological progress.



labor Human effort, including both physical and mental



growth rate The percentage rate of change of a variable



labor force The total number of workers, both the



effort, used to produce goods and services.



from one period to another.



employed and the unemployed.



growth version of the quantity equationAn equation



labor force participation rateThe percentage of the



that links the growth rates of money, velocity, prices, and real output.



population over 16 years of age that is in the labor force. labor productivity Output produced per hour of work.



human capital The knowledge and skills acquired by a



Laffer curve A relationship between the tax rates and



worker through education and experience and used to produce goods and services. hyperin ation An in ation rate exceeding 50 percent per



tax revenues that illustrates that high tax rates could lead to lower tax revenues if economic activity is severely discouraged.



month.



law of demand There is a negative relationship between



illiquid Not easily transferable to money.



price and quantity demanded, ceteris paribus.



import A good or service produced in a foreign coun-



law of one price The theory that goods easily tradable



try and purchased by residents of the home country (for example, the United States).



across countries should sell at the same price expressed in a common currency.



import licenses Rights, issued by a government, to



law of supply There is a positive relationship between



import goods.



price and quantity supplied, ceteris paribus.



import quota A government-imposed limit on the quan-



learning by doing Knowledge and skills workers gain



tity of a good that can be imported. individual demand curveA curve that shows the



relationship between the price of a good and quantity demanded by an individual consumer, ceteris paribus.



during production that increase productivity and lower cost. lender of last resortA central bank is the lender of last



resort, the last place, all others having failed, from which banks in emergency situations can obtain loans. leverage Using borrowed funds to purchase assets.



 GLOSSARY



413



liabilities The sources of funds for a bank, including



market economy An economy in which people specialize



deposits and owners’ equity.



and exchange goods and services in markets.



liquid Easily convertible into money on short notice.



market equilibrium A situation in which the quantity



liquidity demand for moneyThe demand for money



demanded equals the quantity supplied at the prevailing market price.



that represents the needs and desires individuals and ﬁrms have to make transactions on short notice without incurring excessive costs. liquidity trap A situation in which nominal interest rates



are so low, they can no longer fall. long run in macroeconomicsThe period of time in



which prices have fully adjusted to any economic changes. long-run aggregate supply curveA vertical aggregate



market supply curve A curve showing the relationship



between the market price and quantity supplied by all ﬁrms, ceteris paribus. Medicaid A federal and state government health program



for the poor. Medicare A federal government health program for the



elderly.



supply curve that re ects the idea that in the long run, output is determined solely by the factors of production and technology.



medium of exchange Any item that buyers give to sellers



long-run neutrality of money A change in the supply of



printing new price lists when there is in ation.



money has no effect on real interest rates, investment, or output in the long run.



microeconomics The study of the choices made by



M1 The sum of currency in the hands of the public,



demand deposits, other checkable deposits, and traveler’s checks. M2 M1 plus other assets, including deposits in savings and



loans accounts and money market mutual funds. macroeconomics The study of the nation’s economy as



a whole; focuses on the issues of in ation, unemployment, and economic growth. marginal bene t The additional beneﬁt resulting from a



small increase in some activity. marginal change A small, one-unit change in value.



when they purchase goods and services. menu costs The costs associated with changing prices and



households, ﬁrms, and government and how these choices affect the markets for goods and services. minimum supply price The lowest price at which a prod-



uct will be supplied. monetarists Economists who emphasize the role that the



supply of money plays in determining nominal income and in ation. monetary policy The range of actions taken by the



Federal Reserve to in uence the level of GDP or in ation. monetizing the de citPurchases by a central bank of



newly issued government bonds. money Any items that are regularly used in economic



increase in some activity.



transactions or exchanges and accepted by buyers and sellers.



marginal propensity to consume (MPC)The fraction



money illusion Confusion of real and nominal



of additional income that is spent.



magnitudes.



marginal propensity to importThe fraction of addi-



money market The market for money in which the



tional income that is spent on imports.



amount supplied and the amount demanded meet to determine the nominal interest rate.



marginal cost The additional cost resulting from a small



marginal propensity to save (MPS)The fraction of



additional income that is saved. market demand curve A curve showing the relationship between price and quantity demanded by all consumers, ceteris paribus.



money multiplier The ratio of the increase in total check-



ing account deposits to an initial cash deposit.



multiplier The ratio of the total shift in aggregate demand



to the initial shift in aggregate demand.
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multiplier-accelerator modelA model in which a down-



open market sales The Fed’s sale of government bonds



turn in real GDP leads to a sharp fall in investment, which triggers further reductions in GDP through the multiplier.



to the private sector.



national income The total income earned by a nation’s



opportunity cost What you sacriﬁce to get something.



residents both domestically and abroad in the production of goods and services.



outside lags The time it takes for the policy to actually



natural rate of unemployment The level of unemploy-



outsourcing Firms producing components of their goods



ment at which there is no cyclical unemployment. It consists of only frictional and structural unemployment.



and services in other countries. owners’ equity The funds provided to a bank by its



natural resources Resources provided by nature and used



owners.



to produce goods and services. negative relationshipA relationship in which two variables move in opposite directions.



peak The date at which a recession starts.



neoclassical theory of investment A theory of invest-



work.



perfectly competitive marketA market with many sell-



ers and buyers of a homogeneous product and no barriers to entry.



ment that says both real interest rates and taxes are important determinants of investment.



permanent income An estimate of a household’s long-



net exports Exports minus imports.



personal disposable incomePersonal income that



net international investment position Domestic hold-



households retain after paying income taxes.



ing of foreign assets minus foreign holdings of domestic assets.



personal income Income, including transfer payments,



net investment Gross investment minus depreciation.



physical capital The stock of equipment, machines,



new growth theory Modern theories of growth that try



to explain the srcins of technological progress.



structures, and infrastructure that is used to produce goods and services.



nominal GDP The value of GDP in current dollars.



planned expendituresAnother term for total demand for



nominal interest rateInterest rate quoted in the market. nominal value The face value of an amount of money. nominal wages Wages expressed in current dollars. normal good A good for which an increase in income



increases demand. normative analysis Answers the question “What ought



to be?” open economy An economy with international trade. open market operationsThe purchase or sale of U.S.



government securities by the Fed.



run average level of income.



received by households.



goods and services.



political business cycleThe effects on the economy of



using monetary or ﬁscal policy to stimulate the economy before an election to improve reelection prospects. positive analysis Answers the question “What is?” or



“What will be?” positive relationshipA relationship in which two vari-



ables move in the same direction. predatory pricing A ﬁrm sells a product at a price below



its production cost to drive a rival out of business and then increases the price. present value The maximum amount a person is willing



to pay today to receive a payment in the future. open market purchases Fed’s purchase of government bonds from the privateThe sector.



price discriminationThe practice of selling a good at dif-



ferent prices to different consumers.
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private investment expendituresPurchases of newly



real wage The wage rate paid to employees adjusted for



produced goods and services by ﬁrms.



changes in the price level.



procyclical Moving in the same direction as real GDP.



recession Commonly deﬁned as six consecutive months



production functionThe relationship between the level



of declining real GDP.



of output of a good and the factors of production that are inputs to production.



required reserves The speciﬁc fraction of their deposits



production possibilities curveA curve that shows



reserve ratio The ratio of reserves to deposits.



the possible combinations of products that an economy can produce, given that its productive resources are fully employed and efﬁciently used.



that banks are required by law to hold as reserves.



reserves The portion of banks’ deposits set aside in either



vault cash or as deposits at the Federal Reserve.



purchasing power parityA theory of exchange rates



retained earnings Corporate earnings that are not paid



whereby a unit of any given currency should be able to buy the same quantity of goods in all countries.



revaluation An increase in the exchange rate to which a



Q-theory of investment The theory of investment that



out as dividends to their owners.



currency is pegged under a ﬁxed exchange rate system.



links investment spending to stock prices.



Ricardian equivalenceThe proposition that it does not



quantity demanded The amount of a product that con-



matter whether government expenditure is ﬁnanced by taxes or debt.



sumers are willing and able to buy. quantity equation The equation that links money,



velocity, prices, and real output. In symbols, we have M * V P * y. =



quantity supplied The amount of a product that ﬁrms are



willing and able to sell.



rule of 70 A rule of thumb that says output will double in



70/x years, where x is the percentage rate of growth. saving Income that is not consumed. savings function The relationship between the level of



saving and the level of income.



rational expectationsThe economic theory that analyzes



scarcity The resources we use to produce goods and ser-



how the public forms expectations in such a manner that, on average, it forecasts the future correctly.



vices are limited.



real business cycle theoryThe economic theory that



emphasizes how shocks to technology can cause uctuations in economic activity. real exchange rate The price of U.S. goods and services



seasonal unemployment The component of unemploy-



ment attributed to seasonal factors. securitization The practice of purchasing loans, re-pack-



aging them, and selling them to the ﬁnancial markets.



relative to foreign goods and services, expressed in a common currency.



seignorage Revenue raised from money creation.



real GDP A measure of GDP that controls for changes in



ing to reduce holdings of cash.



prices.
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shoe-leather costs Costs of in ation that arise from try-



short run in macroeconomicsThe period of time in



real GDP per capita Gross domestic product per person



which prices do not change or do not change very much.



adjusted for changes in prices. It is the usual measure of living standards across time and among countries.



short-run aggregate supply curveA relatively at



real interest rate The nominal interest rate minus the



aggregate supply curve that represents the idea that prices do not change very much in the short run and that ﬁrms



in ation rate.



adjust production to meet demand.



real value The value of an amount of money in terms of



slope of a curve The vertical difference between two



what it can buy.



points (the rise) divided by the horizontal difference (the run).
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Social Security A federal government program to provide



transaction demand for moneyThe demand for money



retirement support and a host of other beneﬁts.



based on the desire to facilitate transactions.



sovereign investment fundAssets accumulated by for-



transfer payments Payments from governments to indi-



eign governments that are invested abroad.



viduals that do not correspond to the production of goods and services.



speculative demand for moneyThe demand for money



that arises because holding money over short periods is less risky than holding stocks or bonds.



trough The date at which output stops falling in a



stabilization policiesPolicy actions taken to move the



unanticipated in ation In ation that is not expected.



economy closer to full employment or potential output. stag ation A decrease in real output with increasing



prices. stock of capital The total of all machines, equipment, and



buildings in an entire economy. store of value The property of money that holds that



money preserves value until it is used in an exchange. structural unemployment Unemployment that occurs



when there is a mismatch of skills and jobs. substitutes Two goods for which an increase in the price



of one good increases the demand for the other good. supply schedule A table that shows the relationship



between the price of a product and quantity supplied, ceteris paribus. supply shocks External events that shift the aggregate



supply curve. supply-side economicsA school of thought that empha-



sizes the role that taxes play in the supply of output in the economy. tariff A tax on imported goods. technological progressMore efﬁcient ways of



organizing economic affairs that allow an economy to increase output without increasing inputs. terms of trade The rate at which units of one product can



be exchanged for units of another product. trade de cit The excess of imports over exports. trade surplus The excess of exports over imports.



recession.



unemployment insurance Payments unemployed people



receive from the government. unemployment rate The percentage of the labor force



that is unemployed. unit of account A standard unit in which prices can be



stated and the value of goods and services can be compared. value added The sum of all the income—wages, inter-



est, proﬁts, and rent—generated by an organization. For a ﬁrm, we can measure value added by the dollar value of the ﬁrm’s sales minus the dollar value of the goods and services purchased from other ﬁrms. variable A measure of something that can take on different



values. velocity of money The rate at which money turns over



during the year. It is calculated as nominal GDP divided by the money supply. voluntary export restraint (VER)A scheme under which



an exporting country voluntarily decreases its exports. wage—price spiral The process by which changes in



wages and prices cause further changes in wages and prices. wealth effect The increase in spending that occurs



because the real value of money increases when the price level falls. World Trade Organization (WTO)An organization



established in 1995 that oversees GATT and other international trade agreements, resolves trade disputes, and holds forums for further rounds of trade negotiations.
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Do tariffs (taxes) on imported goods hurt the poor disproportionately? The Impact of Tariffs on the Poor What have been the local effects of Chinese imports? Chinese Imports and Local Economies How does the Commerce Department try to determine whether countries are dumping their products? Are They Really Dumping? Why might international trade reduce measured inequality in the United States? Trade, Consumption, and Inequality



The World of International Finance



Applying the Concepts #1:



Applying the Concepts #2:



Application 2:



How has the Fed recently expanded its role in ﬁnancial markets? Beyond Purchasing Treasury Securities



Applying the Concepts #3:



What is the link between a dollar depreciation and increases in commodity prices? Did Fed Policy Cause the Commodity Boom?



Applying the Concepts #4:



Application 3:



Application 4:



Why did the early U.S. federal government take over the debts of the thirteen colonies? Creating the U.S. Federal Fiscal System through Debt Policy



International Trade and Public Policy



Applying the Concepts #1:



Chapter 19



Why do hyperin ations end suddenly? The Ends of Hyperinflations



Macroeconomic Policy Debates



Applying the Concepts #1:



Is reducing the debt owed on home mortgages a good policy to deal with an ailing housing market? Debt Forgiveness?



Is it better for decisions about monetary policy to be made by a single individual or by a committee? The Effectiveness of Committees



Will increases in health-care expenditures crowd out consumption or investment spending? Increasing Health-Care Expenditures and Crowding Out



Application 1:



How do countries beneﬁt from growth in their trading partners? The Locomotive Effect: How Foreign Demand Affects a Country’s Output



How can understanding the concept of present value help us evaluate an annuity? The Value of an Annuity



What are the links between presidential elections and macroeconomic performance? Elections, Political Parties, and Voter Expectations



How can data on vacancies and unemployment be used to measure shifts in the natural rate? Shifts in the Natural Rate of Unemployment



Applying the Concepts #3:



How Do Fluctuations in Energy Prices Affect Investment Decisions by Firms? Energy Price Uncertainty Reduces Investment Spending



Why did Chairman Bernanke change his views on how to ﬁght a liquidity trap? How to Fight a Liquidity Trap



The Dynamics of In ation and Unemployment



Applying the Concepts #1:



How does Keynesian economics change our normal ideas of economic scarcity? The Broken Window Fallacy and Keynesian Economics



The Federal Reserve and Monetary Policy



Applying the Concepts #1:



Application 3:



How are tax rates and tax revenues related? The Confucius Curve?



Money and the Banking System



Applying the Concepts #1:



Chapter 14



Applying the Concepts #1:



Investment and Financial Markets



Applying the Concepts #1:



Modern Macroeconomics: From the Short Run to the Long Run



Why are the United States and many other countries facing dramatically increasing costs for their government programs? Increasing Life Expectancy and Aging Populations Spur Costs of Entitlement Programs



The Income-Expenditure Model



Applying the Concepts #1:



Chapter 12



Chapter 15



(continued)



How can the price of a Big Mac in China shed light on the U.S.−Chinese currency tensions? The Chinese Yuan and Big Macs What factors may allow the United States to continue running large trade deﬁcits with the rest of the world? World Savings and U.S. Current Account Deficits What are the fundamental causes for the problems with the euro? A Troubled Euro What are the causes of ﬁnancial collapses that occur throughout the globe? The Argentine Financial Crisis
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